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Investigation of emergency 
department abandonment rates 
using machine learning algorithms 
in a single centre study
Marta Rosaria Marino 1, Teresa Angela Trunfio 2*, Alfonso Maria Ponsiglione 3, 
Francesco Amato 3 & Giovanni Improta 1,4

A critical problem that Emergency Departments (EDs) must address is overcrowding, as it causes 
extended waiting times and increased patient dissatisfaction, both of which are immediately linked to 
a greater number of patients who leave the ED early, without any evaluation by a healthcare provider 
(Leave Without Being Seen, LWBS). This has an impact on the hospital in terms of missing income 
from lost opportunities to offer treatment and, in general, of negative outcomes from the ED process. 
Consequently, healthcare managers must be able to forecast and control patients who leave the ED 
without being evaluated in advance. This study is a retrospective analysis of patients registered at 
the ED of the “San Giovanni di Dio e Ruggi d’Aragona” University Hospital of Salerno (Italy) during 
the years 2014–2021. The goal was firstly to analyze factors that lead to patients abandoning the ED 
without being examined, taking into account the features related to patient characteristics such as 
age, gender, arrival mode, triage color, day of week of arrival, time of arrival, waiting time for take-
over and year. These factors were used as process measures to perform a correlation analysis with 
the LWBS status. Then, Machine Learning (ML) techniques are exploited to develop and compare 
several LWBS prediction algorithms, with the purpose of providing a useful support model for the 
administration and management of EDs in the healthcare institutions. During the examined period, 
688,870 patients were registered and 39188 (5.68%) left without being seen. Of the total LWBS 
patients, 59.6% were male and 40.4% were female. Moreover, from the statistical analysis emerged 
that the parameter that most influence the abandonment rate is the waiting time for take-over. 
The final ML classification model achieved an Area Under the Curve (AUC) of 0.97, indicating high 
performance in estimating LWBS for the years considered in this study. Various patient and ED process 
characteristics are related to patients who LWBS. The possibility of predicting LWBS rates in advance 
could be a valid tool quickly identifying and addressing “bottlenecks” in the hospital organization, 
thereby improving efficiency.
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Overcrowding in emergency rooms has been acknowledged as a critical challenge in hospital administration1. 
The rising demand for Emergency Departments (EDs) services has become a global healthcare issue, obtaining 
more attention in recent years. Overcrowding in the ED is characterized by a scenario in which the demand for 
services exceeds the capacity of healthcare providers (nurses, physicians, etc.), leading to the inability of offer 
appropriate care in a timely manner. The prolonged stays of admitted patients in the ED for extended durations is 
one of the primary causes of ED congestion. A high volume of patients in the ED, that outweighs its size, results 
in delays in diagnosis and treatment, as well as in the inefficiency of care services and the reduction of patient 
satisfaction2. One of the main objectives of first aid operations is to minimize the patient’s initial wait, defined as 
the period between registration and the start of the evaluation by a doctor. The Emergency Severity Index (ESI) 
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of the triage system, which classifies patients according to a priority scale from 1 to 5, suggest that patients on 
treatment must be taken care of within 1, 10, 30, 60 and 120 min respectively3

It is necessary to prevent a linear increase in ED length of stay (LOS)4. The variables that contribute to longer 
LOS for patients admitted in the ED have been thoroughly documented, and among the most challenging to 
address.

Starting from this consideration, it is easy to understand that a large number of patients have reported waiting 
in the ED for extended LOS before deciding to leave without being seen (LWBS)5. Patients LWBS are those who 
are registered and triaged for care but then they leave without any visit by a physician6; it is recognized as a key 
indicator for monitoring EDs overcrowding and occupancy, which are difficult to evaluate directly. This patient 
population has been well-studied as a useful marker of overcrowding. Studies have shown that nearly half of 
LWBS patients may need immediate or urgent medical evaluation and treatment, and 1 in 20 of these patients 
requires hospitalization. Although most of the patients who LWBS do not have urgent medical problems, they 
still require medical consideration. This condition compromises both patient experience and ED safety, risk 
management and patient care efficiency7.

Quality of care in healthcare contexts, as also demonstrated in various studies8–11, is associated with vari-
ations in key indicators related to the patient status and the healthcare process, including LWBS. In fact, high 
rates of patients LWBS negatively affect healthcare institutions’ profits resulting in a significant financial loss12. 
An ‘acceptable’ LWBS rate is approximately 2 to 3%13.

Identifying conditions strongly associated with high rates of LWBS could help minimize the occurrence of 
this problem. To this regard, a predictive model would be useful to identify such factors and planning for sub-
sequent improvements in resources allocation and manpower, aiming to reduce the number of LWBS patients.

This work continues and extends a previously published conference study in which a limited number of years 
and variables were used to investigate this phenomenon14.

Literature review
In both literature and clinical practice, patients LWBS have been identified and studied as a useful predictor for 
the ED efficacy and effectiveness because they facilitate the evaluation of the patient satisfaction and treatment 
quality15.

Numerous researchers have examined how to estimate this critical value using innovative and sophisticated 
analytic approaches and artificial intelligence techniques16–21. Several studies have highlighted the potential 
of identifying new clinical pathways for various healthcare operations practices through data processing and 
Machine Learning (ML) techniques. These approaches have been recognized as powerful solutions for enhancing 
clinical management standards and quality of care21–31. Researchers have investigated the relationship between 
patients who LWBS and their features including age, gender, and comorbidity, as well as ED process parameters 
like time of registration and assigned triage color32–37. Further studies investigated the ED abandonment rates 
through computational methods and mathematical models, some of which are based on logistics notions drawn 
from the corporate world38–43.

The purpose of this study is to examine the reasons contributing to the rise in LWBS patients in the ED, 
and to develop a classification algorithm for distinguishing LWBS patients from those who will be assessed by 
a physician. Various patient-related data, such as age, gender, LOS, and triage score, were used as predictor fac-
tors. The research was conducted collecting data from patients enrolled at the ED of the University Hospital of 
Salerno “San Giovanni di Dio e Ruggi d’Aragona” (Italy). Previous studies in the literature typically use national 
databases and are limited to the study of factors, using logistic regression models or simple statistical analyses. 
In contrast to other studies, the availability of a large amount of data from a single hospital allowed us to appro-
priately train several sophisticated ML algorithms44–46. Although a single-centre study limits the generalizability 
of the results, it enables the translation of findings into specific corrective actions that can be directly adopted by 
the hospital. The predictive algorithms and the Firth logistic regression—not a simple multivariate one but one 
that specifically targets unbalanced datasets—were implemented following a correlation analysis of the input 
parameters. The evaluation metrics of the four ML algorithms considered were tested and compared to obtain 
a high-performance prediction model.

Aim of the study
In this study, we use a predictive model based on the hypothesis that there are multiple independent hospital 
factors related to the increase in LWBS rate in the ED. Initially, we aimed to identify which patient and ED 
process-related aspects have the most significant impact on LWBS. The capture of the features of a large number 
of patients provided the opportunity of a consistent data analysis. The knowledge gained from this phase enable 
the implementation of corrective measures to mitigate this phenomenon, which, as discussed, can lead to seri-
ous consequences in patients who no longer receive proper care. Then, we built a classification model to predict 
LWBS using ML algorithms. Through these models, it will be possible to know in advance whether there are 
boundary conditions that could generate dissatisfaction and thus abandonment of the ED. In addition, through 
a study of feature importance it will be possible to enter into the prediction and further highlight the relation-
ships between the factors.

Methods
Data collection and dataset features
This retrospective study was carried out analysing the records from the Emergency Department database from 
the “San Giovanni di Dio e Ruggi d’Aragona” University Hospital, Salerno (Italy). Data for ED patients registered 
from 2014 to 2021 were extracted from the ED database, to offer more consistent estimates. The daily data of all 
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patients who logged into the ED, those who were hospitalized, and those who LWBS during the study period 
were analysed.

Thus, we identified our cohorts using a binary value for the presence or absence of LWBS status. This value 
was generated for all ED patients since they were all triaged, but some left the ED without being evaluated by 
a healthcare provider. Starting with the examination of 688,870 records related to ED registrations, the dataset 
was properly processed to ensure compatibility with the ML algorithms implemented.

The following information were considered for each patient:

–	 Gender,
–	 Age;
–	 Access mode, divided into 3 classes:

o	 autonomous, that includes patients arriving to the ED by themselves;
o	 via ambulance, that includes patients arriving to the ED by 118 ambulance or other ambulances like 

Army’s ones, fire brigade’s ones or from other regions;
o	 undisclosed;

–	 Triage score, divided by colors according to the patient’s condition:

o	 red;
o	 yellow;
o	 green;
o	 white;

–	 Time of arrival, divided into 5 classes:
–	 00:00 – 05:59;
–	 06:00 – 11:59;
–	 12:00 – 17:00;
–	 18:00 – 20:59;
–	 21:00 – 23:59;
–	 Day of week of arrival;
–	 Waiting time for take-over in minutes, for patients who leave before take-over the total time in the ED will 

be used;
–	 Mode of discharge:
–	 To home;
–	 To outpatient facilities;
–	 Abandonment before closure of ED records;
–	 LWBS;
–	 Admission to the ward;
–	 Refuses admission;
–	 Transfer to facilities in the territory;
–	 Transfer to another institution.

The dataset is detailed in Table 1.
Patients arriving in the ED already deceased (triage color Black) and those who died in the ED were excluded 

from the analysis. In addition, patients for whom age, gender and triage color was not reported upon admis-
sion, as well as those discharged with ED records cancelled or closed by the case manager months later, were 
eliminated.

The distribution of accesses by color code and year is shown in Fig. 1.
The highest number of accesses was recorded in 2020 (103,537), distributed across all complexity classes.
From an operational point of view, the variables Gender, Access Mode, Time of Arrival and Day of week of 

arrival were coded as dummy variables, i.e. they were decomposed into n dummy variables made of 0/1 where n 
is the number of possible alternatives defined for each identified feature. The dependent variable was extracted 
from the Mode of Discharge feature, setting 1 for LWBS patients and 0 otherwise. To explore the differences 
between patients who LWBS and those who did not, a correlation analysis was performed between patients’ 
characteristic. Using Pearson’s correlation, we studied any correlations present among the independent vari-
ables before proceeding with the analysis. Then, through these features related to patients, a model was built by 
means of a ML approach to predict LWBS status. The models were applied to data related to each year, in order 
to evaluate its performance with variations in the features of the ED patients.

Data analysis
Once the records of interest were collected from the company information system, the data were analyzed. The 
aim was to study the drop-out phenomenon through the influence of certain variables associated with the patient 
and their flow in the ED.

First, the dataset was divided into two groups:

•	 LWBS patients;
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•	 no-LWBS patients.

These two groups were first compared through statistical analysis. For continuous variables, such as age and 
waiting time, the U-Mann Withney test was used, while for dichotomous variables, such as gender, mode of 
access and others, the Chi-squared test was applied. For both, a p-value < 0.05 showed the significance of the 
comparison.

In addition to using Logistic Regression (LR) as a classifier, which will be discussed in the next section, Firth-
type penalization was implemented. This method is widely used to reduce the small-sample bias of maximum 
likelihood coefficients. On unbalanced datasets like the one under consideration, maximum likelihood estima-
tion could lead to either no results or highly biased results. This method allows for more accurate estimates with 
minimal bias47.

Table 1.   Dataset features.

Variable N = 688,870

Gender

 Male 361,054

 Female 327,816

Age

 Mean 43.89

 Median 44.00

 Standard Deviation 25.03

Access mode

 Autonomous 548,190

 Via Ambulance 121,823

 None 18,857

Triage score

 Red 8497

 Yellow 94,464

 Green 557,764

 White 28,145

Time of arrival

 00:00–05:59 61,309

 06:00–11:59 258,106

 12:00–17:59 221,885

 18:00–20:59 103,389

 21:00–23:59 44,181

Day of week of arrival

 Monday 110,028

 Tuesday 98,560

 Wednesday 97,568

 Thursday 97,666

 Friday 98,344

 Saturday 97,344

 Sunday 89,360

Waiting time for take-over (min)

 Mean 51.66

 Median 28.00

 Standard deviation 90.89

Mode of discharge

 To home 271,989

 To outpatient facilities 208,706

 Abandonment before closure of ED records 23,347

 LWBS 39,188

 Admission to the ward 107,940

 Refuses admission 32,579

 Transfer to facilities in the territory 35

 Transfer to another institution 5086
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The Google Colab cloud computing environment and the Python programming language were used for the 
analyses, with the exception of the Firth logistic regression implemented in R Studio.

Classification algorithms
Machine Learning (ML) algorithms are learning function that map input variables to an output value to make 
predictions. This general learning task allows making future predictions given new samples of the same input var-
iables, thus creating a system capable of understanding and improving performances based on the data analysis.

In this study, supervised classifiers were implemented. Several independent variables were used as input vari-
ables for the ML algorithms. The LWBS status was converted into a string variable and used as the output, with 
two clusters labelled for classification (leave and not leave). To perform the classification analysis for predicting 
and discriminating patients who will LWBS, the capabilities of different classification algorithms were exploited. 
Specifically, the four selected algorithms are: Random Forest (RF), Naïve Bayes (NB), Decision Tree (DT) and 
Logistic Regression (LR). All algorithms were implemented using the scikit-learn library48.

RF is a type of supervised ML algorithm based on learning multiple predictive models to form a single, more 
powerful prediction model. Each model used by the RF prediction is usually a decision tree (DT). NB classifier 
is a probabilistic classification algorithm based on Bayes’ Theorem. It requires a strong assumption of independ-
ence between features but has demonstrated good performance in binary classifications.

LR is a probabilistic classification algorithm based on supervised learning that builds a data classification 
model through a sigmoid function that converts the predictions to probabilities. Specifically, LR evaluates the 
relationship between the input variables and the output, estimating the probabilities that inputs belong to a 
specific class through the logistic function to assign the result to a class based on the probability. Commonly, it 
is used for binary classification.

For all algorithms, the dataset was divided in a training set (80%) and a test set (20%). The performance of 
the algorithms was evaluated according to the following parameters:

where:

•	 TP: True Positive, a person LWBS and classified as LWBS (class 1);

(1)Accuracy =
TP + TN

TP + FP + TN + FN
.

(2)Pr ecision =
TP

TP + FP
.

(3)Recall =
TP

TP + FN
.

(4)F1Score = 2 ∗
Pr ecision ∗ Recall

Pr ecision+ Recall
.

(5)Balanced Accuracy =

TP
TP+FP +

TN
TN+FN

2
,

Fig.1.   Distribution by year and triage color.
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•	 TN: True Negative, a person no-LWBS and classified as no-LWBS (class 0);
•	 FP: False Positive, a person no-LWBS and classified as LWBS (class 0–1);
•	 FN: False Negative, a person LWBS and classified as no-LWBS (class 1–0).

In addition to these parameters, due to the dataset being unbalanced, the AUC ‘Area under the Receiver 
Operating Characteristic (ROC) curve’ was also used. The ROC curve shows the performance of the classification 
algorithms, graphing Recall and the false positive rate defined as the ratio of FP to FP + TN. The AUC measures 
the entire two-dimensional area under the ROC curve (integral calculation) from (0, 0) to (1, 1). To obtain results 
that are not dependent on a particular partition performed, Cross Validation49 with cv = 10 was implemented, 
combined with GridSearchCV tool50 to search for optimal hyperparameters. GridSearchCV tests all possible 
combinations of a range of values given for each hyper-parameter (Table 2). For each combination, it evaluates 
the model using the Cross-Validation method. This process yields performance results for each hyperparameter 
combination, allowing us to choose the one with the best performance. Given the dataset’s high imbalance, AUC 
was selected as the observation performance variable to guide the optimization process.

Prior to partitioning, the Synthetic Minority Oversampling Technique (SMOTE)51 was applied in order to 
duplicate the examples in the minority class (LWBS patients are in any case a low % of the total). Though these 
examples do not add new information to the model, they help counteract the imbalance. Additionally, DT, RF 
and LR algorithms were selected because they were known in the literature to perform well in these cases52–54 
and it was possible to set class_weight: ’balanced’ to automatically adjust weights inversely proportional to their 
frequency in the input dataset. NB, on the other hand, was used as a reference for comparing performance. A 
further statistical test was assessed the stability of the model by checking for statistically significant variation in 
accuracy when randomly permuting some samples of the test set 100 times55. To determine the best algorithm, 
McNemar’s test was implemented to compare the confusion matrix of the algorithm with the highest AUC 
with others, using a significance level of 0.05. Four values56 was calculated on which the chi-squared test was 
implemented:

•	 The number of instances misclassified by both classifiers (C00);
•	 The number of instances misclassified by the first classifier but correctly classified by the second (C01);
•	 The number of instances misclassified by the second classifier but correctly classified by the first (C10);
•	 The number of instances correctly classified by both classifiers (C11).

After identifying the best algorithm, the classification process was analyzed using Feature Importance. Again, 
an iterative procedure called Permutation Feature Importance was used, which replaces one independent vari-
ables with a corrupted version at each iteration. The loss of performance for each iteration was assessed by 
measuring the AUC. The result, shown graphically, indicates the loss in AUC for each variable, revealing the 
importance of each feature.

Ethics approval and consent to participate
The authors declare that all methods were performed in accordance with the Declaration of Helsinki.

The institutional review board of “San Giovanni di Dio and Ruggi d’Aragona” University Hospital has 
approved the study.

The institutional review board of “San Giovanni di Dio and Ruggi d’Aragona” University Hospital provided 
waiver for informed consent for the study.

Our data, provided by the Hospital’s Health Department, are completely anonymous and no personal infor-
mation are linked or linkable to a specific person.

Results
Over the 8 years studied, 688,870 patients were registered and 39,188 (5.68%) left without seeing a physician. 
The detail by year is shown in Fig. 2.

Figure shows that the lowest number of LWBS patients occurred in 2014 (4.70%), while the highest was in 
2019 (6.77%). A first way to study this phenomenon is through statistical analysis. Two groups were created based 
on discharge mode (LWBS No / LWBS Yes) and compared using the U-Mann Whitney test and the Chi-squared 
test according to the type of variable. The results are presented in Table 3.

For all variables, there was a statistically significant difference between the two distributions. Males, with a 
higher median age, who access on Mondays, and those with a White triage code were more likely to leave without 
being seen. Then, a correlation study was conducted and the results are shown in Fig. 3.

Table 2.   Selected values of each hyperparameter.

Algorithms Hyperparameters

NB ‘var_smoothing’: np.logspace(0,-9, num = 100)

RF ‘n_estimators’: [5, 10, 15, 20], ‘max_depth’: [2, 5, 7, 9] 

DT ‘max_depth’:range(3,20)

LR ‘C’:np.logspace(-3,3,7), ‘penalty’:[ ‘l1’, ‘l2’]
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The highest correlations were found between Age and Triage Score, Access Mode-Autonomous and Triage 
Score, Gender Male and Female, and various access modes and times. This last result is particularly interesting 
as it demonstrates that LWBS patients wait significantly longer before being attended to by ED physicians. Box 
plots in Fig. 4 reports that LWBS patients experience longer wait times and greater variability, with numerous 
outliers in both distributions, detailed in Table 4.

In the case of LWBS patients, the box had a higher mean and a larger amplitude in the presence of greater 
variability, taking into account the large number of outliers present in both distributions. Both distributions 
had a common maximum wait time, but an increasing value in minutes was found for patients who eventually 
left the ED.

Finally, machine learning (ML) algorithms were evaluated to predict LWBS occurrences and determine which 
algorithm performed best. The metrics used, with an emphasis on the AUC value for comparing classifiers, are 
shown in Tables 5, 6.

The results indicate that, for the considered dataset, the selected classifiers have a similar AUC, but the 
classification algorithm that achieves the highest accuracy and AUC value was the Decision Tree. Indeed, this 
classifier reaches and accuracy of 94.00%. Therefore, McNemar’s test was implemented to check whether there 
is a significant difference between the performance of DT and the other algorithms by studying the errors and 
correct classifications in the confusion matrix. For all of them, the p-value was less than 0.05, demonstrating 
DT’s better performance. In addition, the value of the statistical test below the threshold of 0.05 reported in 
Table 6 shows that the score varies significantly as the test set changes, demonstrating the stability of the model.

The ROC curve for the best algorithm is shown in Fig. 5.
To assess the impact of single variables on the model, Feature Importance was studied, as shown in Fig. 6.
Gender-Female, Gender-Male, Access Mode-Autonomous, Time Arrival-06:00–11:59 and 12:00–17:00 were 

the variables that most affected the prediction. Starting from the model prediction, improvement actions could be 
implemented in order to reduce the LWBS rates. First, staffing could be adjusted based on the volume of patients 
in the ED to improve both the triage phase and the taking care procedure. Moreover, the model results could 
be analysed to develop new protocols for enhancing triage workflow and standardizing the decision process for 
beds use and placement of patients depending on their criticality.

Finally, the Logistic Regression of Firth was implemented. Table 7 shows the obtained results.
As obtained for the statistical analysis, Gender, Waiting Time, Time Arrival-00:00–05:59 and 18:00–20:59, 

Age, Triage and Access Mode significantly influenced the decision to leave the ED.

Discussion
The Emergency Department (ED) serves as the interface between the hospital and critically ill patients. In recent 
years, ED usage has steadily increased, often surpassing the department’s capacity to provide timely, quality 
care7,57. Indeed, in the context of ED management, the monitoring of the quality of services is crucial. Therefore, a 
number of performance indicators have been proposed to investigate and control the efficiency and effectiveness 
of ED workflows. One key indicator is the LWBS rate, which reflects patients who register and triage for care 
but leave without being seen by a physician. This issue is prevalent in many EDs due to the increased demand 
for healthcare services and overcrowding. LWBS has become an efficient indicator for timeliness and efficiency 
of ED services, as it highlights the ED’s ability to manage patient intake and reduce wait times. Notably, 70% 
LWBS patients return to EDs in the following 24 h, and 11% LWBS require hospitalization within 7 days of their 
initial visit.

Long waiting times, overcrowding, lack of shared and standardized communication and information protocols 
and procedures, as well as patients’ dissatisfaction towards healthcare services are leading cause of LWBS phe-
nomenon. Therefore, a proper study of LWBS rates could represents an opportunity to improve several aspects 
and factors causing a decrease in the performance of ED processes.

Unlike other studies, this paper leverages a substantial dataset to develop a significant prediction model for 
the LWBS phenomenon. More precisely, 8 patient-related variables, i.e., age, gender, arrival mode, triage color, 

Fig.2.   Number of LWBS patients in total and per years.
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day of week of arrival, time of arrival, waiting time for take-over and year, were used to predict LWBS by means 
of ML algorithms.

Previous studies by Rathlev et al.16, Pham et al.17 and Tropea et al.18 indicate that patients who wait the longest, 
have less severe codes and are younger are more likely to drop out the ED. Our study partially confirms these 
findings, except for age, where LWBS patients had a higher median age. Consistent with Sheraton et al.21, male 
patients and those accessing on weekdays are more likely to leave. All of the above studies further extend the 
range of variables considered, including variables such as ethnicity or the type of clinical need that led to access, 
which cannot be compared with our study, as they are not present in our analysis. Nevertheless, despite the fact 
that the studies have been carried out in different countries and in different health systems, some features of the 
phenomenon remain common.

Our model’s strengths include the large sample size used for training and the resultant predictive power. 
Indeed, even if the dataset was cleaned deleting all the records extracted from the database with missing variables, 
we collected a total of 688,870 records, catching 39,188 (5.68%) patients who LWBS. As shown, the performance 
reaches by DT classifier tool is remarkable, with an accuracy of 94.00%. The fact that a tree classifier performs 

Table 3.   Statistical comparison of the two groups. Significant values are in bold.

Variable
LWBS No
N = 649,682

LWBS Yes
N = 39,188 p-value

Gender 0.000

 Male 337,422 23,632

 Female 312,260 15,556

Age 0.000

 Median 43.00 45.00

 Standard deviation 25.22 21.54

Access mode 0.000

 Via ambulance 117,371 4452

 Autonomous 514,605 33,585

 None 17,706 1151

Triage Score 0.000

 Red 8464 33

 Yellow 93,456 1008

 Green 523,888 33,876

 White 23,874 4271

Time of arrival 0.000

 00:00–05:59 58,349 2960

 06:00–11:59 243,315 14,791

 12:00–17:59 208,929 12,956

 18:00–20:59 97,521 5868

 21:00–23:59 41,568 2613

Day of week of arrival 0.000

 Monday 102,374 7654

 Tuesday 92,632 5928

 Wednesday 91,989 5579

 Thursday 92,110 5556

 Friday 92,876 5468

 Saturday 92,321 5023

 Sunday 85,380 3980

Waiting time for take-over (min) 0.000

 Median 27.00 80.00

 Standard deviation 74.94 209.36

Year 0.000

 2014 78,762 3888

 2015 77,841 4858

 2016 80,356 4851

 2017 81,489 4920

 2018 84,620 5496

 2019 83,910 6098

 2020 98,575 4962

 2021 64,129 4115
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Fig.3.   Correlation values between variables.

Fig.4.   Box plots showing the difference in waiting times for LWBS and non-LWBS patients without outliers.

Table 4.   Study of waiting time in the two groups.

LWBS / Waiting time for take-over (min) Mean Std Min 25% 50% 75% Max

No 46.33 74.94 0.00 13.00 27.00 56.00 1439.00

Yes 140.05 209.36 0.00 35.00 80.00 157.00 1439.00

Table 5.   Best Hyperparameters.

Algorithms Best hyperparameters

RF {‘max_depth’: 9, ‘n_estimators’: 20}

NB {‘var_smoothing’: 3.5e-6}

LR {‘C’: 0.001, ‘penalty’: ‘l2’}

DT {‘max_depth’: 17}
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Table 6.   Evaluation metrics of the ML algorithms.

Algorithms Accuracy Balanced accuracy p-value AUC​ Class F-measure Precision Recall

RF 0.87 0.87  < 0.001 0.95
0 0.88 0.85 0.91

1 0.87 0.90 0.84

NB 0.77 0.76  < 0.001 0.92
0 0.72 0.90 0.60

1 0.80 0.70 0.93

LR 0.93 0.93  < 0.001 0.96
0 0.94 0.89 0.99

1 0.93 0.99 0.88

DT 0.94 0.94  < 0.001 0.97
0 0.94 0.91 0.97

1 0.93 0.97 0.90

Fig.5.   ROC curve.

Fig.6.   Feature importance.
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best is in line with what is available in the literature52, compared to others such as Support Vector Machine and 
Naïve Bayes that perform worse on unbalanced datasets53. The possibility of predicting LWBS in advance with 
a tolerable error margin supports cost analysis of implemented procedures. Another highlight is that our clas-
sification model considered both modifiable and unmodifiable (i.e., sex, age) risk factors for LWBS.

Besides, we believe that analyzing specific aspects of complex health processes enhances overall service per-
ception. Specifically, studying LWBS and demonstrating that length of stay influences the decision to leave can 
incrementally improve ED efficiency.

Following this logic, one of the main outcomes is that, after a statistical analysis, it was possible to deduce that 
the waiting time for take-over significantly influence the probability of LBWS. This result is in line with what 
Rathlev et al.16 showed in their study. It is actually evident that ED disorganization leads to an increase in wait-
ing times and influences the decision of patients that abandon ED. ED disorganization leads to increased wait 
times and higher LWBS rates, suggesting that inadequate support staff and resources contribute to inefficiency.

If reducing patient flow below a certain threshold is impossible, increasing available ED resources (e.g., per-
sonnel, space, hospital beds) might be necessary. However, this solution could be costly. Alternatively, predicting 
maximum waiting times in relation to patient flow could enable flexible resource allocation and shift staggering 
for more concrete solutions.

Direct comparisons with other studies were challenging due to differing contexts, collected variables, and 
models. A limitation of the work relates precisely to the dataset with limited features due to the small number of 
variables collected when accessing the ED, which could result in a statistical selection bias. A further problem 
is related to the bias of outliers, as no actions have been put in place to manage them. The anonymization of the 

Table 7.   Results of the firth logistic regression. Significant values are in bold.

coef Std error [0.025 0.975] p-value

Intercept −7.466 0.583 −266.43 236.87 1.000

Gender

 Female (1) −2.485 0.006 −24.563 12.831 0.000

 Male (1) −2.534 1.50e-5 −4.609 2.479 0.000

Triage

 Triage 2 −0.106 0.028 −49.895 56.107 0.000

 Triage 3 0.764 0.118 −138.439 68.318 1.000

 Triage 4 0.001 0.067 −88.186 108.184 1.000

Age 0.065 0.007 −1.630 2.792 0.000

Access mode

 Autonomous (1) 4.999 3.64e-5 4.972 5.025 0.000

 Undisclosed (1) 4.998 0.0002 −0.155 58.790 0.000

 Ambulance (1) 4.999 1.47e-5 4.988 10.012 0.000

Time of arrival

 00:00–05:59 (1) 0.0001 6.72e-5 −0.051 0.050 0.000

 06:00–11:59 (1) −6.75e-6 2.20e-5 −0.023 0.019 1.000

 12:00–17:59 (1) −7.20e-6 2.39e-5 −0.023 0.020 1.000

 18:00–20:59 (1) −2.53e-6 4.20e-5 −5.025 5.035 0.000

 21:00–23:59 (1) −8.74e-5 9.24e-5 −3.988 0.082 1.000

Day of week of arrival

 Monday (1) −5.44e-5 3.69e-5 −0.029 0.029 1.000

 Tuesday (1) −1.93e-5 4.10e-5 −1.017 0.036 1.000

 Wednesday (1) −4.27e-6 4.14e-5 −0.038 0.038 1.000

 Thursday (1) −6.97e-6 4.14e-5 −0.047 0.036 1.000

 Friday (1) 8.05e-6 4.10e-5 −5.042 0.037 1.000

 Saturday (1) 3.85e-5 4.13e-5 −0.035 3.396 1.000

 Sunday (1) 6.37e-6 4.49e-5 −0.037 0.036 1.000

Waiting Time 0.029 0.004 −0.462 0.282 0.000

Year

 2015 0.052 0.011 −8.898 9.332 1.000

 2016 0.054 0.011 −9.189 9.056 1.000

 2017 0.053 0.011 −8.758 9.227 1.000

 2018 0.052 0.011 −8.792 9.014 1.000

 2019 0.052 0.011 −8.754 8.899 1.000

 2020 0.036 0.010 −8.233 8.408 1.000

 2021 0.002 0.011 −9.107 8.892 1.000
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dataset, moreover, did not allow us to verify the presence of repeated accesses to verify the consequences of the 
phenomenon investigated. Another consideration must be made about the forecasting models implemented, a 
new element in our work. The good performance of the models remains tied to the use of SMOTE techniques 
and not on real data. Moreover, knowing a priori the risk of abandonment for each patient makes it possible not 
only to manage health priorities but also to treat according to waiting time. This could cause health disparities 
or put in place actions to counteract it.

Furthermore, it may be useful to make comparisons between EDs with similar characteristics of the patient 
and the hospital, confirming the deductions presented in this paper. It is also probable that, despite the large 
data set available to us, the exact knowledge of the daily number and the shifts of doctors, nurses, technicians, 
and other support staff, and including some of this information in our forecasting model would enhance the 
prediction power. Future developments of this study will also contemplate a higher number of predictor variables 
to obtain a more accurate prediction model.

Conclusion
In this study, data from patients registered at the "San Giovanni di Dio e Ruggi d’Aragona" University Hospital’s 
ED between 2014 and 2021 were evaluated. Differently from other studies, we utilized a large dataset to develop 
a robust prediction model based on four different ML algorithms. Over the six-years period considered, the 
achieved prediction model has proved to be performing in the estimation of the abandonment rates. Additionally, 
being able to correlate this phenomenon with specific, easily identifiable parameters can help quickly identify 
bottlenecks in ED organization. A statistical analysis of the collected parameters revealed that the waiting time 
is the central issue for LWBS.

Data availability
The datasets generated and/or analyzed during the current study are not publicly available for privacy reasons 
but could be made available from the corresponding author on reasonable request.
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