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Abstract Catchment‐scale hydrological models encountered dichotomies with the numerical
hydrodynamic models when describing surface routing process. We propose a newmodeling framework, the so‐
called “Runoff‐On‐Grid” approach, for embedding distributed process‐based hydrological modeling into
shallow water models, as an alternative to the traditional Fully Hydrodynamic Approach (also known as Rain‐
On‐Grid). Antecedent Soil Moisture, subsurface dynamics, and other topsoil hydrological processes are
implicitly integrated in the governing hydrodynamic equations via the proposed methodology. The resulting
hydrological‐hydrodynamic coupling, based on the DREAM distributed hydrological model and the
Iber+ shallow water model, enhances the capabilities of both reference models. Through introducing non‐
negligible runoff generation sources, the Runoff‐On‐Grid approach extends the surface hydrodynamic modeling
to medium‐sized vegetated and/or (semi)humid catchments, bypassing the limitations of the widespread
hydrological losses' empirical formulations. Employed in an event‐based analysis within a High‐Performance
Computing framework, the DREAM‐Iber model provides an efficient and reliable reconstruction of the
November 2020 flood that occurred in Crotone (Italy), envisaging consequences of similar future scenarios. We
show that the proposed modeling technique, nested within emerging environmental technologies and robust on‐
site data, details the flood hazard inducing processes merging physical hydrology with advanced
hydrodynamics.

Plain Language Summary In this scientific contribution, the potential of combining two different
operational tools, namely distributed rainfall‐runoff and flood models, is investigated. An hindcast procedure
has been used as reference to assess both the hydrological processes and the inundations at the catchment‐scale.
In this context, were exploited cutting edge computational and environmental technologies, which significantly
quickened the simulations and enabled a high‐fidelity reconstruction of the extreme meteorological event.
According to our findings, there is merit of the proposed approach for bridging the dichotomies between the
hydrological and hydrodynamic simulators. This can favor of a more comprehensive method to reduce the
limitation of the standalone models.

1. Introduction
As climate change gives rise to an increasing number of worrying meteorological events, there is a growing need
for heuristic approaches to the modeling of extreme events such as floods. Bridging the dichotomies that exist
between the various differing perspectives on this issue remains a significant challenge (Blair et al., 2019;
Savenije, 2009). However, it is also a great opportunity to enhance both the understanding of disaster‐inducing
processes and process‐based hydrological models (K. Beven, 2007; Kastens et al., 2009). The surface, subsurface,
and profound hydrological processes have always suffered a conceptual dichotomy, as noted in literature
(Staudinger et al., 2019). Although we know the various physical processes that control rainfall‐runoff trans-
formation (McMillan, 2022), the generalized mathematical description of some of these encounter a variety of
epistemic uncertainties (K. J. Beven & Alcock, 2012; Blöschl et al., 2019; Merz & Thieken, 2005; Nearing
et al., 2016; Tartakovsky, 2007). Nonetheless, there has been notable progress in our understanding of the
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fundamental processes, due to the increasing use of innovative modeling techniques and the comparison and
assessment of different codes (Clark et al., 2015; Fenicia et al., 2008, 2014, 2016). In catchment hydrology,
models are commonly based on the mass, momentum and energy conservation principles applied to the water
flow above and below the surface of the earth. At the state of the art, it is not possible to rank the models in order of
performance, in that the complexity of the structure of models cannot be directly related to the quality of results
(e.g., Orth et al., 2015; Perrin et al., 2001; van Esse et al., 2013). Nonetheless, the physically‐based simulators of
reference are the Integrated Surface‐Subsurface Hydrological Models (ISSHM) (Paniconi & Putti, 2015). These
are based on the numerical solution of the system formed by the three‐dimensional Richards equation for
modeling subsurface and profound flows in porous media and a simplified form of the mass and momentum
conservation laws for modeling overland flow (OF). Considering the high degree of complexity in coupling
several concatenated processes and interactions at different temporal and spatial scales (Blöschl, 2022;
McDonnell et al., 2007), the implementation of these comprehensive ISSHM in realistic study cases is still not
widely applicable. At the catchment scale, the variability in parameters and state variables, poorly known
boundary and initial conditions, as well as the complexity of the unsaturated zone, lead to a high predictive
uncertainty. This situation continues to favor simplified assumptions in describing large scale processes through
perceptual (i.e., conceptual) models (K. J. Beven & Chappell, 2021; Fenicia &McDonnell, 2022; Savenije, 2010;
Sivapalan, 2003).

An alternative approach, which has garnered increasing interest, is Rain‐on‐Grid modeling (Hall, 2015),
sometimes referred to as the Fully Hydrodynamic Approach (FHA) or the Direct Rainfall method. Here, the
surface processes are modeled with the full system of 2D shallow water equations (2D‐SWE), while the sub-
surface processes are forcibly simplified by the adoption of empirical loss methods. The FHA enables, across the
entire computational mesh, a holistic and physically based representation of the surface runoff based on the 2D‐
SWE. This methodology is particularly well‐suited to pluvial or flash floods in small and urbanized catchments
with relatively steep slopes and poorly permeable soils. Under these conditions the basin response to the rainfall
input, as well as the surface runoff generation and routing, are of most importance (Costabile et al., 2013; Godara
et al., 2023). The methodology is justified in such instances, where the influence of subsurface flow on event‐
based flood hydrographs is minimal, with infiltration‐excess (or hortonian) OF assuming a dominant role
(Rehman et al., 2003). Under these conditions it is deemed appropriate to rely solely on a simplified method-
ology to estimate net rainfall. The widespread success of this approach in flood hazard assessment can be
credited to recent advances in High Performance Computing (HPC) techniques using Graphics Processing Units
(GPU), and to the availability of high‐resolution topographic data. In recent years, the FHA has been tested for
urban drainage modeling (Buttinger‐Kreuzhuber et al., 2022; Cea, Garrido, Puertas, et al., 2010; Montalvo
et al., 2024; Sañudo et al., 2024), flood hazard modeling at regional and continental scale (Bates et al., 2021; Cea
et al., 2022, 2024; Fraga et al., 2019; Lacasta et al., 2015; Xia et al., 2019), real‐time flood forecasting (Ming
et al., 2020), soil erosion modeling at the catchment scale (Costabile et al., 2024; Uber et al., 2021), rainwater
harvesting techniques (Tamagnone, Cea, et al., 2020; Tamagnone, Comino, & Rosso, 2020), and hydro‐
morphological characterization of basins and streams (Barbero et al., 2022; Costabile & Costanzo, 2021;
Costabile et al., 2019).

However, there are still some limitations in the application of the FHA at the catchment scale. These stem
from the simplified way in which subsurface processes and soil physics are in general incorporated in the 2D‐
SWE. In most of the above applications of the FHA, infiltration losses are modeled using empirical event‐
based formulations. While topsoil wetness (i.e., root zone for hydrological applications) is rarely assessed
explicitly through water budget equations, despite it being a key element that controls a number of hydro-
logical processes (Massari et al., 2014; Nied et al., 2017). This reduces the performance of the FHA when
applied to long storm events with several rainfall peaks, where the time evolution of soil infiltration does not
follow the exponential trend given by the empirical formulations. For the same reason, it hinders the
initialization or warm‐up of the model in the days prior to the storm event. Moreover, exfiltration is generally
not taken into consideration in the FHA, and thus all the water infiltrated into the soil cannot return to the
surface in other parts of the basin. Hence, to extend the use of the FHA to catchment hydrological modeling, a
more thorough assessment of soil conditions and dynamics, including surface‐subsurface interactions and
flows, is needed.

This paper proposes a new approach, called Runoff‐On‐Grid, for embedding distributed topsoil hydrological
processes in 2D shallow water models, using the DREAM model (Manfreda et al., 2005) and the Iber model
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(Bladé et al., 2014) as references for the proposal. The innovative approach here, supported by multiple enabling
technologies (Rigon et al., 2022) (i.e., emerging geospatial technologies, HPC, Virtual reality visualization) and
unconventional on‐site data (i.e., photos, videos, newspaper information), has been tested in the reconstruction of
a recent historical flood event in Crotone (South Italy). The good model performance obtained, encourages the
implementation of the method in other case studies.

2. Materials and Methods
2.1. Runoff‐On‐Grid Approach

The FHA might not fully or adequately represent the relevant hydrological processes in medium and large
catchments or in wet and vegetated areas. Physical properties of the topsoil and antecedent soil moisture (ASM)
conditions can significantly attenuate (or amplify) the effects of storm events, triggering surface‐subsurface
interactions such as the generation of saturation‐excess OF (Dunne & Leopold, 1978; Freeze, 1974). From a
conceptual point of view, the primary constraint of simplified loss methods used in hydrology is their inability to
assess explicitly the availability of soil water, which can have a significant effect on multiple subsurface processes
(e.g., K. Beven & Germann, 2013; McDonnell, 1990; Weiler et al., 2006).

The Runoff‐On‐Grid approach described in the current paper combines surface and subsurface dynamics with the
shallow water equations through a conceptual representation of subsurface water fluxes. The methodology relies
on a distributed process‐based hydrological model to produce a total runoff depth variable in time and space
across the whole catchment, preserving an accurate routing of surface runoff based on the application of the 2D‐
SWE at the catchment scale. For the sake of clarity, in this context “total runoff” refers to the combined
contribution of various sources representing the net volumes of runoff that contribute to flood generation. The
hydrological model employed on the Runoff‐On‐Grid approach is based on the DREAM model. This has un-
dergone testing and validation in various research encompassing multiple objectives (Fiorentino et al., 2007;
Gigante et al., 2009; Iacobellis et al., 2013; Manfreda et al., 2011; Milella et al., 2012). The shallow water model

Figure 1. Schematic representation of the hydrological processes simulated in the DREAM‐Iber Runoff‐On‐Grid application.
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used is Iber, which has already been validated for OF applications in several studies (Cea & Bladé, 2015; Cea
et al., 2014, 2022, 2024; Cea, Garrido, & Puertas, 2010). The roles of the two models are complementary, but
conceptually different. The DREAMmodel simulates the surface water balance by calculating soil water content
at the catchment scale and various sources of runoff volume. Meanwhile, the Iber model route the total runoff
volumes on the ground surface and quantifies the magnitude of flooding in terms of hydrodynamic variables. A
schematic hillslope representation of the processes simulated in the DREAM‐Iber coupled model, is shown in
Figure 1.

2.2. Distributed Hydrological Model

The DREAM (Distributed model for Runoff, Evapotranspiration, and Antecedent soil Moisture) model (Man-
freda et al., 2005) is realized in a raster‐based uniform grid discretization framework that explicitly considers the
spatial heterogeneity of the basin using data contained in digital elevation models, land use maps, soil texture
maps, soil hydraulic properties and vegetation parameters. Physically‐based conceptual relationships are used to
simulate the dynamics of hydrological processes, ensuring a feasible representation of all the relevant processes
that can contribute within a short time‐lapse to a flood event. The range of application of the current version of the
model encompasses small to medium‐sized catchments in both urban and rural landscapes. The model includes
two sub‐modules operating at different time scales that can also be applied separately. The Daily module
(hereafter the warm‐up module) is designed to reproduce daily soil dynamics and provide ASM conditions for the
Sub‐Hourly module (hereafter the runoff module), which aims to reproduce the total runoff generation across the
whole catchment. In order to model the basin's response to intense rainfall, a time step of 15 min may be necessary
in the runoffmodule to capture the variations of the total runoff budget more precisely. Going further and using a
time step of the order of seconds is usually not significant, and can lead to spurious results that do not represent the
correct hydrological behavior of the catchment. The present version of DREAM has been updated through the
introduction of new formulations for computing surface runoff generation, rainfall interception, surface
depression storage and actual evapotranspiration. In addition, through the Runoff‐On‐Grid approach, it exploits
the 2D‐SWEs for surface runoff routing (replacing the one‐dimensional steady flow‐time response function used
in its original formulation), which is the most notable innovation of the coupled methodology presented here. In
particular, the output of the DREAM model is intended to be the spatial distribution of total surface runoff for
each computational time step, which is used as an input (i.e., source term) in the Iber model. Of note, in the present
version of the model only surface runoff generated by infiltration‐excess and/or saturation‐excess, arising from
the combination of surface and subsurface processes, was considered to compute the total surface runoff, while
the contribution of the baseflow for this application was not taken into account.

2.2.1. Soil Water Budget and Total Runoff Budget

The DREAM model schematizes the soil as a uniform bucket with limited capacity (Manabe, 1969) corre-
sponding to the soil water capacity. The soil water content is evaluated as the product of the volumetric soil
moisture content (θ [–]) and the soil rooting depth (D [mm]). The reference wetness contents at the field capacity
(Sc), at the wilting point (Swp), at saturation (Smax), and the saturated hydraulic conductivity (Ks), are estimated
through the pedo‐transfer‐function proposed by Saxton and Rawls (2006), while the residual water content (Sr) is
computed following Rawls et al. (1982). Accounting for several distributed vertical fluxes and for the local effect
of sub‐surface lateral flow (sub‐horizontal flux), the DREAMmodel establishes, for every computational cell and
for each time step, two different budget equations, these applied above and below the ground level. The first refers
to the soil water content at the instant of time t + ∆t, and it can be expressed as:

St+∆t = min(St + It− ETsoil,t − RGt + RSt,Smax) (1)

while the second refers to the total runoff cumulated during the time step ∆t (Rtot,t+∆t):

Rtot,t+∆t = max(0,Pgross,t − ΔWint,t − It − ΔWdep,t + SSt) (2)

where It (mm/∆t) is the water infiltrated into the soil, ETsoil (mm/∆t) is the evapotranspiration from the soil, RGt

(mm/∆t) is the water percolated into the deep soil, RSt (mm/∆t) is the subsurface lateral flow into the compu-
tational cell, Smax (mm) is the soil water capacity, Pgross,t (mm/∆t) is the gross precipitation, ΔWint,t (mm/∆t) is
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the water intercepted by the canopy, ΔWdep,t (mm/∆t) is the water stored into the surface depression, and SSt
(mm/∆t) is the saturation‐excess OF. The components of the model (Figure 2) and related mathematical equations
are detailed in the following subsections. The chronological computation follows the order in which the equations
are written, which means that, specifically for the soil water contents, the variables are constantly updated after
each process computation.

2.2.2. Interception

Although interception is usually considered a negligible component when simulating an extreme event, it is
important for assessing the whole water balance. It is here modeled as a simple bucket that stores water from the
gross precipitation until saturation. The water intercepted by each grid element during a computational time step
is modeled following the method proposed by Braden (1985) and Von‐Hoyningen‐Huene (1983), and can be
expressed as:

ΔWint,t = min(Wint max,t − Wint,t,Wint max,t(1 − (1 +
Mt · Pgross,t
Wint max,t

)

− 1

)) (3)

Wint max,t = a ·LAIt (4)

Mt = 1 − exp(− μ ·LAIt) (5)

where Wint max,t(mm) is the maximum capacity of interception, a is an empirical parameter equal to 0.2
(Dickinson, 1984), LAIt (–) is the Leaf Area Index, Mt (–) represents the fraction of soil covered by vegetation
(Eagleson, 1982), and μ (–) is the light extinction coefficient depending on land use, parametrized by
Larcher (1975). The throughfall (Peff,t) that arrives at the soil surface is estimated by subtracting the interception
component from the gross Precipitation (Pgross,t).

Peff,t = Pgross,t − ΔWint,t (6)

2.2.3. Infiltration and Net Rainfall Excess

The net rainfall excess is computed as a function of the soil hydraulic characteristics and rainfall intensity, and its
activation is modeled using a threshold mechanism. Following Horton's theory (Betson, 1964; Horton, 1933,
1941), the production of surface runoff is assumed to be strictly influenced by the topsoil hydraulic conductivity.
This is a common and generalizable factor that orchestrates the direct generation of surface runoff from the top
downward. If the throughfall rate is lower than a threshold equal to the saturated hydraulic conductivity (Ks), the

Figure 2. Flowchart for computing “Total Runoff” with the DREAM model.
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surface runoff production is not activated, and the soil continues to fill until saturation. When the threshold is
exceeded, the partial‐area mechanism of surface runoff production is activated, and the water infiltrated into the
soil (It) is modeled following the formulation adapted from De Smedt et al. (2000):

It = min(Smax − St,Peff,t · (1 − Cp · (
St
Smax

)

α

)) (7)

whereCp (–) is the potential runoff coefficient, parametrized as a function of the terrain slope, USDA soil type and
land use following Liu and De Smedt (2004), and α is a coefficient that reflects the attenuation of the runoff
production for very high rainfall intensities (Dunne, 1991), which is considered a case‐dependent and site‐specific
calibration parameter. Consequently, the net rainfall excess (Pnet,t) is computed as:

Pnet,t = Peff,t − It (8)

2.2.4. Depression Storage and Infiltration‐Excess OF

The depression storage occurs only when the net rainfall excess is positive (Pnet,t > 0). Following Linsley
et al. (1975) and Viessman et al. (1989), the depth of water held in surface depressions at any given time can be
expressed as:

ΔWdep,t = min(Wdep max − Wdep,t,Wdep max(1 − exp(−
Pnet,t

Wdep max
))) (9)

whereWdep max (mm) is the depression storage capacity. The depression storage is assumed to increase with the
net precipitation up to an asymptotic value corresponding toWdep max (mm), which is parametrized as a function
of the terrain slope, USDA soil type and land use, following Liu and De Smedt (2004). It should be noted that both
surface runoff and depression storage occur simultaneously, allowing some of the water to become OF, even if the
net rainfall excess is less than the depression storage capacity. The infiltration‐excess OF (Ot) is evaluated as the
difference between the net rainfall excess Pnet,t and the water held in the depressions during the current time step:

Ot = Pnet,t − ΔWdep,t (10)

2.2.5. Actual Evapotranspiration

The actual evapotranspiration is represented in the model by four conceptual components, two for the vegetated
fraction of the surface (ETveg, Ecan) and two for the remaining bare surface (Ebare,Edep). All the components are
computed as a function of potential evapotranspiration (EPt), which must be introduced by the user as input data in
the model.

The EPt is split by considering the fraction of vegetated soil (Mt) for each grid cell, thus:

EPveg,t = EPt · Mt (11)

EPno veg,t = EPt · (1 − Mt) (12)

The actual evapotranspiration from the vegetated surface is computed as direct evaporation from the canopy
(Ecan,t), following Deardorff (1978) and Famiglietti and Wood (1994), and evapotranspiration from the vegetated
soil (ETveg,t):

Ecan,t = min(Wint,t,(
Wint,t

Wint max,t
)

2
3

· (EPveg,t)) (13)

ETveg,t = min(1,
4
3

St
Smax

) · (EPveg,t− Ecan,t) (14)
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In the surface not covered by vegetation, the actual evaporation is evaluated through a potential rate that depends
on the available water in the depressions (Edep,t) and the remaining potential evapotranspiration rate from bare soil
(Ebare,t), estimated as in Milella et al. (2012) following the equation proposed from Bonan (1996):

Edep,t = min(Wdep,t,EPno veg,t) (15)

Ebare,t = (
ra

ra + rs
) · (EPnoveg,t − Edep,t) (16)

ra =
1

ρCeū
(17)

rs = ra(
1 − (St − Sr)/(Smax − Sr)
(St − Sr)/(Smax − Sr)

) (18)

where ra (s/m) is the aerodynamic resistance, rs (s/m) is the soil resistance, ρ is the air density (kg/m
3), Ce is the

bulk coefficient for latent heat transport, ū is the mean wind velocity (m/s), and Sr is the residual water content.
The resulting real evapotranspiration from the soil (ETsoil,t) that contributes to the soil water balance in Equation 1
is the sum of the two components:

ETsoil,t = Ebare,t + ETveg,t (19)

2.2.6. Percolation

Groundwater recharge occurs as percolation through the vadose zone and is represented as vertical leakage that is
released only when the soil moisture content is above the field capacity (Sc). Its value is estimated following
Eagleson (1978):

RGt = min(St − Sc,Ks · (
St
Smax

)

β

) (20)

where the parameter β = (2 + 3m)/m represents the pore disconnectedness index estimated through the pore‐size
distribution index (m), following Rawls and Brakensiek (1985).

2.2.7. Subsurface Lateral Flow and Saturation‐Excess OF

Subsurface lateral flow is evaluated after percolation and becomes significant only when the water content of the
root zone takes values between the field capacity and the saturation. This process is assumed to occur at the sub‐
basin scale, necessitating the division of the catchment into sub‐domains in accordance with Horton's stream
ordering method. Thereby, each cell of the whole catchment is reassigned to each sub‐basin, which represent a
standalone system for the computation of subsurface lateral flow. The soil water that locally exceeds the field
capacity is redistributed within each sub‐catchment of the Horton order immediately smaller than that of the
whole basin. The redistribution mechanism implemented in the DREAM model exploits the properties of the
Topographic Wetness Index (TWI) introduced by Kirkby (1975). The TWI describes a steady state condition of
soil moisture in a catchment that reflects the tendency of water to accumulate in regions with a large drainage area
and a relatively low terrain slope. It depends on the drainage area per unit contour length and on the terrain slope
in the steepest descent direction (K. J. Beven, 2011). Consequently, during a storm event, the cells with a high
TWI may reach saturation rapidly and water exceeding the soil capacity is exfiltrated and contributes to the
production of surface runoff. The spatial redistribution in DREAM is introduced for the evaluation of the lateral
flow exchange (RSt) in Equation 1. Writing the equation for a generic grid cell j requires evaluating the volume of
lateral flow in any cell i of the basin, hence for the purpose of the clarity of the conceptual model we here
introduce the cell subscript j (RSt,j):
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RSt,j =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

TWIj ∑
N(t)

i=1
max[c(St,i − Sc,i),0]

∑
N(t)

i=1
TWIi

⎞

⎟
⎟
⎟
⎟
⎟
⎠

− max[c(St,j − Sc,j),0] (21)

where RSt,j is the subsurface lateral flow into cell j, TWIi is the topographic wetness index of cell i, N(t) is the
number of cells in the sub‐basin that at the time t exceed the field capacity, and c [T− 1] is the redistribution
coefficient (to be used as a calibration parameter). Note that RSt,j can be negative depending on the balance
between water entering and leaving the cell. The saturation excess OF (SSt) exceeding the soil storage capacity is
evaluated for any cell (hence eliminating the subscript j) as:

SSt = max(0,(RSt + St) − Smax) (22)

It should be noted that the explicitly distributed estimation of the total runoff embeds a conceptual distinction
from the net rainfall generated by the abovementioned empirical loss methods of the FHA. Subsurface runoff is
not directly influenced by rainfall, but rather closely linked to the availability of soil water. Hence, this process
can lead to local values of total runoff exceeding the gross rainfall in proximity to the stream network, especially
during a storm event under highly saturated conditions. Moreover, total runoff values can also occur after a storm
event in the absence of precipitation.

2.3. Shallow Water Model

The shallow water model used in this study is the freely distributed software Iber+ (García‐Feal et al., 2018),
which is a recent HPC implementation of the original Iber code (Bladé et al., 2014). The model solves the 2D‐
SWE by using GPU parallelization techniques, achieving speed‐ups of up to two‐orders of magnitude with respect
to its sequential implementation. In the Runoff‐On‐Grid approach, the total runoff budget computed with
DREAM (Equation 2) is included as a spatiotemporal distributed source term in the 2D mass conservation
equation, which can be expressed as:

∂h
∂t
+
∂qx
∂x

+
∂qy
∂y

= Rtot (23)

where (qx, qy) are the two components of the unit discharge and h is the water depth. The conservation of mo-
mentum in the two horizontal directions is expressed as:

∂qx
∂t
+
∂
∂x
(
q2x
h
+
gh2

2
) +

∂
∂y
(
qxqy
h

) = − gh
∂zb
∂x
− g

n2

h7/3
|q|qx (24)

∂qy
∂t
+
∂
∂y
(
q2y
h
+
gh2

2
) +

∂
∂x
(
qxqy
h

) = − gh
∂zb
∂y
− g

n2

h7/3
|q|qy (25)

where n is the Manning roughness coefficient, g is the gravity acceleration, |q| is the modulus of the unit discharge
and zb is the bed elevation. These equations are solved using an explicit unstructured finite volume solver that
includes a specific numerical scheme for rainfall‐runoff applications, the Decoupled Hydrological Discretization
presented in Cea and Bladé (2015). Briefly, this scheme combines the hydrostatic pressure gradient with the bed
slope in a single term (function of the free surface gradient). As a result, more stable, efficient, and faster sim-
ulations are achieved when modeling rainfall‐runoff at the catchment scale. Since the DREAM and the Iber
models use a different spatial discretization, the raster‐based volumes of total runoff (Rtot) computed with
DREAM are transferred to the unstructured mesh of Iber using the nearest neighborhood interpolation. All the
numerical simulations of Iber+ in the present study were performed on the HPC Cluster of the ReCas infra-
structure (Antonacci et al., 2017), equipped with an NVIDIA A100 Tensor Core GPU (40 GB).

Water Resources Research 10.1029/2023WR036421

PERRINI ET AL. 8 of 27

 19447973, 2024, 7, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023W

R
036421 by C

ochraneItalia, W
iley O

nline L
ibrary on [27/06/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



3. Study Case: The Flood of Crotone in 2020
The proposed methodology was tested in the Esaro catchment, located in Crotone (Calabria Region, Southern
Italy), which has already been investigated extensively due to the intense flood damage observed in recent de-
cades (Costabile et al., 2020; Macchione et al., 2019). Covering an area of approximately 110 km2, its impulsive
nature can be attributed to both its dense drainage network and steep topographic gradients, along with a sig-
nificant proportion of impervious surfaces. Furthermore, a recent detailed study on the sensitivity to desertifi-
cation of a significant agricultural area in the province of Crotone (Coscarelli et al., 2016) classified the landscape
into “potential fragile and critical areas” (worst class).

Between 21 and 23 November 2020 a severe meteorological event occurred in the region, impacting a significant
part of the Ionic coast. In less than 48 hr, around two‐thirds of the annual average rainfall (∼650 mm/year) was
recorded. The post‐event report provided by the “Centro Funzionale Multirischi—Agenzia Regionale per la
Protezione dell'Ambiente della Calabria” (https://www.cfd.calabria.it/; last accessed 29 May 2023) hereinafter
CFM‐ARPACAL, classified this event using the Two Component Extreme Values distribution (Rossi
et al., 1984) as a 171‐year return period event, referring to a 24‐hr rainfall duration. The intense rainfall provoked
important damage in the city center of Crotone and multiple overflows along the concluding part of the ephemeral
river (here Esaro river). More than 50 interventions by local authorities to rescue people stuck in cars or at homes
with ground or basement floors were reported. Jointly, it is worth to mention that the Esaro River has remained
unattended and uncleansed for two decades, fostering the growth of thick, spontaneous reeds (i.e., Phragmites
australis) spanning meters in height (Figure 3d). For further information, the reader should refer to the specific
event report by the National Research Council, Research Institute for Geo‐Hydrological Protection, hereinafter
CNR‐Irpi (available online in Italian at http://irpics.cnr.it/; accessed on 20 May 2023), and to the documentary of
the Esaro river (available on YouTube, in Italian, https://www.youtube.com/watch?v=uD24Ieh3NVg&t=118s,
last accessed 22 July 2023).

In this context, we seek to comprehensively hindcast the event at the catchment scale, elucidating the inducing
processes and factors that provoked the flooding, exploiting both process‐based hydrological modeling and
advanced numerical hydrodynamics.

3.1. Data and Workflow

The main driving variables for a reliable reconstruction of an extreme flood event through process‐based models
are the spatiotemporal distribution of rainfall and the ASM conditions (Nied et al., 2017). A proper estimation of
the ASM content can provide a much more robust starting point for the hindcasting (Kim et al., 2018), which was
carried out with the DREAM warm‐up module. In the first applications of the DREAM model (e.g., Manfreda
et al., 2005) very long warm‐up periods were implemented (7 years) whose hypothetical initial condition was
proved to not affect soil water content at the end of the simulation. In this study we exploited satellite‐based soil
moisture data, both to avoid the choice of a hypothetical initial condition for the warm‐up period and to implicitly
reduce its length. The starting date of the warm‐up period was chosen in order to have an expected dry soil
condition (i.e., below the field capacity), proved by reliable satellite‐based information. For the Mediterranean
climate patterns of the area under investigation, summer is the season with least expected soil water content.
Hence, for the purpose of this paper (i.e., the simulation of the November 2020 event) the DREAM model
encompassed a warm‐up period of 4 months, starting on 1 August 2020 00:00, with the aim of producing a map of
ASM for the runoff module.

A satellite‐based estimation of the soil wetness, the Soil Water Index (SWI) proposed by Wagner et al. (1999),
was used as initial condition on the warm‐up module, as an independent source of information for the initial state
of the warm‐up period. The SWI, derived from the Surface Soil Moisture, is an exponential filter that, with a
single parameter (here T = 20), provides a trustworthy estimation of the relative soil moisture content in the root
zone (Bouaziz et al., 2020; Brocca et al., 2011; Grillakis et al., 2016). These products are available since 2015 at
the Land Copernicus Portal (https://land.copernicus.eu/global/products/swi) with 1 km2 spatial resolution and
daily temporal resolution (Bauer‐Marschallinger et al., 2018). The SWI is provided as relative soil moisture
content with respect to the wilting point (0%) and the field capacity (100%). Hence, it was used to compute the
initial soil water content as:
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Figure 3. Study area: (a) Gauges locations; (b) Cumulated Rainfall derived from Rain Gauge‐Radar merging (from 20 November 2020 00:00 to 24 November 2020
00:00); (c) Lidar‐based digital elevation model; Esaro river vegetation state (d) 1 month before the flood event (e) during the flood event.
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St,initial = Swp + SWI(Sc − Swp) (26)

The reference radar rainfall data used in this study were the Surface Rainfall Intensity (SRI) products obtained
from the radar platform operated by the Italian National Department of Civil Protection platform (hereafter
Radar‐DPC) (Cimini et al., 2013), with 1 km2 spatial resolution and 5 min' temporal resolution. The SRI data were
aggregated to 24 hr and 15 min respectively for the warm‐up module and for the runoffmodule. As already noted
in the literature (Goudenhoofdt & Delobbe, 2009; Jewell & Gaussiat, 2015; Nanding et al., 2015), this type of data
is the most adequate to describe the spatiotemporal distribution of rainfall, but may not accurately capture the real
values of rainfall. Given such a limitation, the radar products were adjusted with the nearest rain‐gauge mea-
surements (locations reported in Figure 3a) provided by CFM‐ARPACAL. The in‐situ observations were merged
with the radar product (Figure 3b) using the Kriging with External Drift geostatistical interpolation, performed
with the autoKrige function of the R automap package (Hiemstra et al., 2009). The potential evapotranspiration
was computed following the Penman‐Monteith equation, modified by the FAO procedure (Allen et al., 1998) that
provides a simple means of studying the surface energy budget (Bonan, 2015). The site‐specific solar radiation
parametrization of the Ågnström–Prescott formula (Ågnström, 1924; Prescott, 1940) used in the FAO procedure
was estimated following Guerrini et al. (1977) and Viglione et al. (2007). The schematic representation of the
workflow used for the implementation of the Runoff‐On‐Grid methodology is shown in Figure 4.

For this application we exploited the finest high‐resolution data freely accessible, as well as site‐specific data
provided upon request by the local authorities. Several data sources comprising the entire time span of the warm‐
up and runoff periods were implemented to describe the hydro‐pedological characterization of the Esaro river
basin. All the information relating to the products used in the present paper are reported in Table 1.

To lighten the computational cost without sacrificing an accurate spatial representation of the hydrological
processes, the spatial discretization used in DREAM and Iber followed different criteria. A uniform 20 m grid
discretization was used in the DREAM model, using twelve sub‐catchments with an area ranging from 13.5 to
4.7 km2 for the redistribution mechanisms already mentioned. The Iber model employed a non‐uniform un-
structured discretization with 1.23 million elements. The mesh size, as depicted in Figure 5a, was defined
considering the expected volumes of total runoff to be routed. Indeed, the resolution progressively increases with
respect to the hillslopes peripheral areas (20 m), giving priority to: areas with shallow rooting depths (15 m) since
the soil bucket, in accordance with the DREAMmodel's design, quickly attains saturation; areas already mapped
with different probabilities of flood hazard (10 m); and finally the finest mesh (from 2 to 5 m) in rivers and streams
where potential overflowing and concatenated phenomena are expected. All building footprints were excluded
from the numerical domain and were represented as holes in the computational mesh, following the building‐hole
approach (Cea, Garrido, & Puertas, 2010). A tidal downstream boundary condition was imposed along the whole
seafront border, using the sea surface elevation registered at the Crotone Port station (location reported in
Figure 3a), published by the Rete Mareografica Nazionale, an institution belonging to the Istituto Superiore per la
Protezione e la Ricerca Ambientale (ISPRA).

Figure 4. Workflow of the Runoff‐On‐Grid simulation.
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3.2. Calibration Strategy of the Coupled DREAM‐Iber Model

To minimize equifinality concerns only a limited number of all the available parameters in the coupled DREAM‐
Iber model was calibrated. It is important to underline that only the DREAM‐related parameters (α; Equation 7
and c; Equation 21) control the volume of total surface runoff. The Iber‐related parameter (n; Equations 24 and
25) controls the shape and the timing of the flow hydrographs and water depths, but not the volume of surface
runoff.

The proposed modeling approach was tested against the water‐levels registered at the Bridge San Francesco
hydrometer, these provided by CFM‐ARPACAL (location reported in Figure 3a). The available measurements
spanned 2 days, 21 and 22 November 2020, during which three significant consecutive water level peaks were
recorded on the first day, followed by lower peaks observed until the end of the second day. To address the
potential inconsistencies between the LiDAR derived and the actual bathymetry of the Esaro river, the water

Figure 5. Details of the Iber model setup: (a) spatial discretization and mesh sizes, (b) land use classes. The insets offer an enlarged depiction of the mesh utilized in the
Iber model.
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levels were converted into Water Surface Elevation (WSE) using on‐site information related to the hydrometer's
zero elevation during this flood event provided by CFM‐ARPACAL. The evaluation of the performance metrics
conducted on the WSE time series bypasses the determination of flow rating curves, which are considered a
prerequisite for traditional rainfall‐runoff models.

All the fixed and variable hydrological parameters of the catchment are reported in Table 2, while the roughness
coefficients were assigned by taking into account the physical conditions of the several land use classes present in
the catchment (Figure 5b), along ranges of values proposed in Arcement and Schneider (1989), Barnes (1967),
Brunner (2016), Chow (1959), and Engman (1986). Following a series of preliminary tests, it was found that the
water depth at, the gauge station was not sensitive to all the roughness coefficients and thus, only the local co-
efficient associated to the Esaro River and the coefficients of land use classes covering a substantial portion of the
catchment were subject to calibration (Table 3). The range adopted for the Esaro river was defined considering the
strong obstruction of the dense reeds (Figure 3d) which also had a relevant impact during the event (Figure 3e).
Thus, for the specific hindcast we chose a range of variation of the Manning roughness coefficient from 0.1 to
0.2 m− 1/3 s corresponding to “extreme amount of vegetation” in Arcement and Schneider (1989).

Table 2
Description of DREAM Parameters

Parameter Reference Description Spatially Mean value or range

Sr Rawls et al. (1982) Fixed Distributed 15 (%)

Swp Saxton and Rawls (2006) Fixed Distributed 44 (%)

Sc Saxton and Rawls (2006) Fixed Distributed 76 (%)

Ks Saxton and Rawls (2006) Fixed Distributed 6.7 (mm/hr)

a Dickinson (1984) Fixed Lumped 0.2 (–)

μ Larcher (1975) Fixed Distributed 0.35–0.66 (–)

Wdep max Liu and De Smedt (2004) Fixed Distributed 0.97 (mm)

Cp Liu and De Smedt (2004) Fixed Distributed 0.63 (–)

α Liu and De Smedt (2004) Calibration Lumped 0–3 (–)

c Manfreda et al. (2005) Calibration Lumped 0–1 (T− 1)

m Rawls and Brakensiek (1985) Fixed Distributed 0.35 (–)

Table 3
Calibrated Manning Coefficients

Land use classes n Range of variation (m− 1/3 s) n (m− 1/3 s)

Airports and port areas Not calibrated 0.054

Shrub and agriculture areas 0.0350–0.070 0.035

Sparse vegetation 0.0350–0.070 0.050

Mineral extraction areas Not calibrated 0.140

Industrial or commercial units Not calibrated 0.150

Coniferous forest Not calibrated 0.110

Broadleaved forest Not calibrated 0.100

Annual crops and permanent crops 0.030–0.050 0.035

Esaro River 0.100–0.200 0.100

Streams Not calibrated 0.033

Olive groves Not calibrated 0.080

Complex cultivation 0.030–0.050 0.040

Continuous urban Not calibrated 0.100

Discontinuous urban Not calibrated 0.060
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The calibration was achieved progressively by selecting the set of parameters that maximize the KGE coefficient
(Gupta et al., 2009), exploiting an iterative approach that prioritized first the two lumped hydrological parameters
and then the distributed Manning coefficient. In scenarios where extensive data sets are available, this type of
simulator favors the actuation of multiple sources of validation, such as operational testing with space‐time
hydrological measurements (Dal Molin et al., 2020; Fenicia et al., 2022), but emerging satellite techniques can
also be used as a reference of flood extent for the validation of hydrodynamic outcomes (Albertini et al., 2022;
Cea et al., 2024; Di Baldassarre et al., 2009; Masafu & Williams, 2024; Schumann & Moller, 2015).

4. Results and Discussion
Generally speaking, calibrating hydrological models for high and low peaks simultaneously to adequately
represent all phases with the same parameter set is a challenging task, since several surface and soil processes can
be involved (Madsen, 2000; Pfannerstill et al., 2014). This event was used to test the structure of the model, also
by comparison to other modeling hypothesis, and their parameterization. The best numerical‐experimental
agreement of the DREAM‐Iber model attains an efficiency of 0.96 (Figure 8a). This performance is obtained
by attenuating the infiltration excess parameter (α= 1.35), maximizing the coefficient that regulates the saturation
excess exfiltration (c = 1), and calibrating the Manning coefficients, as reported in Table 3.

The physical interpretation of the Manning coefficient helped to select exclusively those parameters with a
reasonable range of variation, bypassing equifinality problems that in distributed complex hydrological‐
hydrodynamic models are endemic and thus always expected (Herrera et al., 2022; Kirchner, 2006). All the
simulations conducted in this hindcasting were significant quickened exploiting the GPU parallelized Iber+ on
the resources of the ReCas HPC Cluster. As a result, the computational efficiency of the system enables us to
simulate nearly 4 days of real‐time in just 1 hr and 10 min (4,241 s), more than 80 times faster than real time.

The results of the different stages of the Runoff‐On‐Grid application conducted with the DREAM model, even
compared with other model structures, are described in Sections 4.1, 4.2 and 4.3. A qualitative validation of the
flood extent simulated by the DREAM model is shown in Section 4.4. Finally, a comparison with the FHA
exploiting the Soil Conservation Service Curve Number (CN) method is presented in Section 4.5.

4.1. Warm‐Up Module Results

The catchment‐averaged relative soil moisture condition on 1 August 2020 00:00, as derived from the SWI, was
52.4%, which is near the wilting point (Swp), thus indicating a low water content, particularly for vegetation water
uptake. Thus, the water‐budget for the entire warm‐up period was strongly controlled by the actual evapo-
transpiration from the soil (ETsoil), which turned out to be much lower than the potential evapotranspiration (EP)
(Figure 6a). The values of infiltration‐excess OF, saturation‐excess OF, and percolation were almost null in the
warm‐up period, since the two threshold mechanisms (related to the hydraulic conductivity (Equation 7) and to
the soil moisture content at field capacity (Equations 20 and 21)), were mostly not exceeded during the entire
period throughout the basin. The propaedeutic reconstruction of the ASM conditions on 20 November 2020 00:00
resulted in a slightly higher wetness state still between the wilting point and the field capacity (59.8%). Other
warm up periods (shorter than 4 months) were also tested a posteriori, starting from different SWI images closer to
the flood event. It was found that the ASM obtained at the end of the warm‐up period was not completely in-
dependent from the warm‐up initial conditions, nevertheless the performances of the hydrologic‐hydrodynamic
model were always acceptable.

4.2. Runoff Module Results

The relatively low ASM on 20 November 2020 00:00 attenuated the meteorological event's impact, leading to a
significant lamination effect during the first stages of the storm (Figure 6b) in which the only source of surface
runoff was the infiltration‐excess OF. Subsequently, soil water was released as saturation‐excess OF only during
the rainfall peaks of 21 November 2020 (i.e., ∼10 hr after the start of the rainfall), after the field capacity was
exceeded. For the latter days of the simulation the most consistent source of runoff from the saturation excess OF,
since the topsoil saturated conductivity threshold was mostly not exceeded while subsurface processes were still
activated. Although the catchment‐averaged rates of saturation‐excess runoff are one order of magnitude lower
than those of infiltration‐excess, it is important to note that the redistribution equation (Equation 20) favors the
exfiltration in those cells with a high TWI. Indeed, only locations near the stream network contribute to this
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process, while a large portion of the catchment does not directly produce any saturation‐excess OF. This results in
concentrated volumes of exfiltration markedly higher than those produced by the infiltration‐excess mechanism
that represent relevant and non‐negligible volumes to be routed with the hydrodynamic model. The cumulated
total runoff depths consistently exceed the local gross precipitation within the same time step, and exfiltration
from the soil is also observed in the absence of rainfall. These observations provide valuable insights into soil
water dynamics during and after storm events that cannot be observed when relying on the event‐based empirical
loss methods used in FHA.

To assess the necessity to consider the multiple runoff sources simulated by the runoff module, we tested
separately the performance of the DREAM model either considering only Hortonian OF or Dunnian OF. The
Hortonian OF was obtained by assuming a null redistribution coefficient without altering the other parameters.
The Dunnian OF output was produced by activating runoff production only when soil‐bucket capacity was
exceeded that is, in the form of saturation‐excess OF. Both these two alternative DREAM structures, coupled with
the Iber model, are referred to the Hortonian and Dunnian models in the subsequent section.

4.3. Hydrological‐Hydrodynamic Results

The steep topographic gradients, together with both the presence of impervious surfaces and the poor manage-
ment of the open channel, produced a rapid response in the catchment, triggering river overflowing at multiple
locations in the city of Crotone. As depicted in Figure 7a, the DREAM‐Iber model results show a remarkable

Figure 6. DREAMmodel results (a) warm‐up module (b) runoffmodule. All the variables reported in the figure follow the same nomenclature reported in the equations
of Section 2.
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Figure 7. Iber model results referred to the Runoff‐On‐Grid application: (a) DREAM model performance, (b) Hortonian model performance, (c) Dunnian model
performance, (d) Flow discharges simulated and dominant mechanisms of runoff for the different stages of the simulation.
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graphical agreement and performance metrics with respect to the observed WSE, reaching a KGE of 0.96 and a
Nash‐Sutcliffe efficiency of 0.91.

Therefore, we tested the alternative DREAM structures by routing the single‐type OF in Iber. The Hortonian
model (Figure 7b) closely mirrors the complete runoffmodule, albeit with a slightly higher initial low peak, until
the decay stage of the second peak producing a generalized underestimation of water stages for the rest of the
event. Conversely, the Dunnian model hydrograph (Figure 7c) entirely loses the first (low) peak and slightly
overestimates and delays the second peak, indicating structural deficiencies in describing the early stages of the
flood event. It is worth noting that the initial low peak corresponds to the highest rainfall intensity, whereas the
subsequent high peaks are triggered by lower rainfall intensities.

In practice, none of the specific OFs is able to reproduce the entire event as satisfactory as the complete runoff
module.

Nevertheless, these results show that the Hortonian OF can capture the immediate response of the basin,
responsible of the first two peaks, but loses the hydrological response in following ones, including the third high
peak. Conversely the Dunnian OF is essential to obtain good model performances for most of the simulated event
from the recession limb of the second peak to the end. Indeed, for the Dunnian model the volume underestimation
attains 3%, while the Hortonian model produces a 44% underestimation (Table 4).

Overall, the first two peaks were dominated by Hortonian mechanisms, while lower peaks on the 22 November
2020 were mainly Dunnian‐driven. Both single‐type of OF models, separately, underestimate the third high peak,
underscoring the necessity of both processes modeled in the complete DREAM. This assessment is visually
depicted in Figure 7d, delineating three macro‐periods with associated prevailing runoff mechanisms.

Figure 8. Flood Extent (maximum envelope of the depths from 20 November 2020 00:00 to 22 November 2020 00:00); the yellow dots represent the exact location in
which different types of flooding were documented through the CNR‐report or by means of specific photos taken on 21 November 2020.
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4.4. Qualitative Validation

The flood extent predicted with the DREAM‐Iber model (Figure 8) shows multiple overflowing spots along the
Esaro river. A significant part of the inundation is generated by local accumulation of the total runoff in urban
areas, which should formally be classified as a source of pluvial hazard. A comprehensive numerical assessment
in terms of performance metrics of the hydrodynamic results was not possible due to the lack of complete and
detailed validation data. Still, a qualitative validation was carried out by exploiting non‐conventional data such as
photographs and news reports, as advocated by Macchione et al. (2019). Considering that the Runoff‐On‐Grid
approach allows for the identification of all the flood prone areas along the whole computational domain, any
kind of spatiotemporal information acquired during the flood is a potential data source for model validation.

The two sources of information used for the validation in this study were the post‐event report by CNR‐Irpi
(which collects information from several sources of local, regional and national reports and media outlets) and
a collection of helicopter and amatorial photographs taken on 21 November 2020. It should be noted that precise
temporal information pertaining to the photographs was unavailable. Thus, the comparison was undertaken using
the maximum flood extent predicted till the end of 21 November 2020. For the visualization of the flood extent, all
the regions in the numerical results with a water depth lower than 10 cm were filtered. All the information
certified by CNR‐Irpi, concerning the flooded areas observed in different parts of the catchment and represented
as yellowmarkers in the insets of Figure 8, were successfully replicated by the model. This information pertains to
two instances of the overflowing of the Esaro river, the inundation of the road embankment and the substantial
accumulation of water within the city center of Crotone.

Also, four reference photographs were graphically compared to a three‐dimensional virtual reality representation
of the simulated water level using Google Earth Pro (Figure 9). Some possible explanations of the discrepancies
observed (over/under‐estimation) can be related to the reference numericalmap, the “unreal” filtering technique on

Table 4
Metrics Performance, Peaks Discharges and Volumes of the Different Model Output

Model KGE NSE Second peak discharge (m3/s) Third peak discharge (m3/s) Cumulative volumes (DREAM as benchmark) (%)

DREAM 0.965 0.916 297 281 –

Hortonian model 0.870 0.672 268 (− 10%) 214 (− 24%) − 44

Dunnian model 0.873 0.738 320 (+7%) 261 (− 12%) − 3

CN‐std 0.712 0.564 416 (+40%) 351 (+25%) +29

CN‐cal 0.894 0.825 328 (+10%) 292 (+4%) +4

Figure 9. 3‐D graphical comparison between real flooding photographs and simulated flood extent (maximum envelope of the depths from 20 November 2020 00:00 to
22 November 2020 00:00).
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the depths, and the inexact local rainfall‐runoff transformations. However, all the information gathered appeared to
be in line with the numerical results, although it is difficult to give precise and reliable performance measures.

4.5. Comparison With the Soil Conservation Service Curve Number Method

To test the advancements of the hydrological‐hydrodynamic approach presented here, we conducted a com-
parison with other commonly used FHA approaches. In particular, we applied the widely accepted Soil Con-
servation Service—Curve Number (SCS‐CN) method for net rainfall evaluation, which was used in other event‐
based hydrological simulations of floods within the Iber software (Cea et al., 2022, 2024).

The conceptual formulation of the SCS‐CN has not been reported here for the sake of conciseness, the reader can
refer to USDA NRCS (2004). For the present application, the reference CN maps used to estimate the potential
infiltration are the global GCN250 (Jaafar et al., 2019) which are based on the original CN tables (USDA
NRCS, 2004).

The SCS‐CN methodology was applied considering the 5 days antecedent rainfall depth (i.e., ∼22 mm), resulting
in a medium Antecedent Runoff Condition (ARCII) for the dormant season (Silveira et al., 2000), with a
catchment‐averaged CN of 77.

The SCS‐CN method under standard conditions (CNstd model) showed a significant overestimation across all
target measurements (Figure 10a). In particular, the overestimation compared to the DREAMmodel reaches 40%
and 25%, respectively, for the second and third peak discharges, and 29% in terms of cumulative volumes crossing
the gauge location (Table 4 and Figure 10d). This is not surprising considering that they were obtained using the
tabulated NRCS CN values, which are rarely applicable a priori (Assaye et al., 2021; Tedela et al., 2012; Walega
et al., 2020).

Therefore, we performed a calibration (hereafter CNcal model) maximizing the KGE, variating both the CN
values (here with a multiplier з) and the initial abstraction ratio (0.0 ≤ λ ≤ 0.3). The best fit reaches a KGE of 0.89
employing a λ of 0.0 and a з of 0.75 (Figure 10b).

The null value of λ obtained after calibration physically represents zero initial losses due to interception and
surface storage, which is evidently unrealistic. The spatial average of the calibrated CN (i.e., 57.7) turns out to be
lower than the one corresponding to the ARCI (i.e., 59). The latter is conventionally assumed to be equal to a soil
state coincident to the wilting point (Hawkins et al., 2008) which is considered the lowest technical ARC value.
Such result is also quite far from the ARCII condition, dependent on the precipitation observed in the 5 days
before the flood event, whose relatively simple evaluation makes the SCS‐CN procedure widespread for engi-
neering purposes. Moreover, the ARC condition associated to the CNcal model is not consistent with the ASM
estimated with the warm‐up model supported by satellite SWI observations.

Notwithstanding the good KGE value reached after model calibration, the rising limb of the first (low) peak is
underestimated while the second peak of the event is still quite overestimated. With reference to the multiple
peaks of the 22 November 2020, the CNcal model shows irregular and overestimating low peaks when compared
to the smoother observed ones. These finding may suggest a deficit in the model structure (Pfannerstill
et al., 2014), since also after the calibration these patterns remained fairly unchanged.

Low peaks are generally heavily controlled by soil processes that are not explicitly assessed into the SCS‐CN
formulation, which was not conceived to consider the evolution of the hydrological state of the catchment.
Although the global performance of the CNcal results are in a satisfying range, these metrics are dominated by
high flows, which masks the poor performance during low flow periods (Krause et al., 2005; Zhang et al., 2011).
Focusing on the KGE performances in a limited time span the CNcal model shows deteriorated performance of
0.13 (Figure 10c), while the DREAM model reaches 0.62. This reveals, particularly for the SCS‐CN formulation
an attitude to reproduce accurately only the high‐flow stages of the simulation. At this point, it is worth to mention
that the original SCS‐CN procedure was developed as a spatially lumped model, to convert part of the daily
rainfall depth in direct runoff depth or net rainfall (Mockus, 1964; Ponce & Hawkins, 1996). Indeed, simulating
rainfall‐runoff transformation in a fully distributed manner with sub‐hourly time integration thought a 2D‐SWE
model extends beyond the original applicability of the SCS‐CN method.

Overall, this comparison serves to highlight some of the breakthroughs that can be achieved in catchment‐scale
modeling using the Runoff‐on‐Grid approach when compared to the classic Rain‐on‐Grid method.
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Figure 10. Iber model results referred to the Soil Conservation Service—Curve Number application: (a) CNstd model performance, (b) CNcal model performance,
(c) low peaks performance of DREAM and CNcal models, (d) Flow discharges of the CNcal, CNstd and DREAM models.
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5. Conclusions
We introduced a newway to extend hydrodynamic models based on the 2D shallowwater equations to physically‐
based hydrological modeling, exploiting a methodology called Runoff‐on‐Grid. This new approach combines a
topsoil hydro‐pedological characterization of the catchment with fully‐dynamic wave equations, embedding
subsurface processes and soil physics into the coupled hydrological‐hydrodynamic modeling.

Avoiding some limitations of the traditional loss approaches used in FHA, the Runoff‐On‐Grid method opens up
new insights relating to the exploitation of 2D depth‐averaged shallow water equation models for testing runoff
generation sources. The results obtained on a single hindcasting event are very encouraging, although they need to
be further examined and assessed in subsequent studies.

The two numerical models involved in this study (Iber and DREAM) benefit from the coupling. Nonetheless, the
Runoff‐On‐Grid approach is not aligned exclusively with these two models.

The results presented here demonstrate that well‐established initial and boundary conditions, generated with
enabling technologies and unconventional data sources, support the description of flood‐induced processes, thus
enhancing the reconstruction of extreme events.

By comparing different hydrological model structures, we assessed the dominant runoff sources on the different
stages of the flood, while we identified some limitations of the SCS‐CN method when employed with the FHA.
Furthermore, it emerges that for a relatively small increase or decrease in reference performance metrics profound
structural difference of hydrological models can be hidden.

The procedures adopted in this paper for calibration and validation of the DREAM‐Iber model do not allow to
consider the model structure and parameterization of general applicability. While results are consistent with
available observations, a complete model validation and assessment should involve its application to more events.
Nonetheless, being the model parameterization strongly based on physical features of the basin, it is suitable for a
continuous model assessment based on monitoring of the Esaro river conditions. This provides the structure of the
DREAM‐Iber model to be potentially representative of future scenarios and suitable for different applications
from nowcasting to climate change impact studies.

The efficiency of the HPC framework used in this study also shows the effectiveness of using the proposed
approach for multi‐objective nowcasting. Indeed, contrary to the uncoupled models, the system could provide
flood forecast based on advanced hydrodynamics and a simultaneous root‐zone hydrological budget. There-
fore, the diverse capabilities unveiled through this methodology, contribute to an exciting effort in con-
structing unified frameworks for managing natural hazards, claimed as Digital Twins. If the objective is to
improve flood hazard forecasting based on “scientific” assessment of the models (Biondi et al., 2012;
Kirchner, 2006), a more conscious assessment of the inducing processes of the natural disaster is needed. In
this context, the Runoff‐On‐Grid approach claims to be a potential breakthrough, in that it provides a simple
way to integrate and test process‐based hydrological knowledge into numerical hydrodynamic simulators.
Thus, we envisage new perspectives on catchment scale modeling, in step with technological and compu-
tational innovations, for supporting climate change adaptation and advanced flood hazard prediction as subject
of future research.

Data Availability Statement
All the data used in the study are mentioned, described, and referenced in the manuscript (Table 1). The numerical
simulations were done with the software Iber v3.2.2, which can be downloaded for free of charge from www.
iberaula.com. The DREAM code (MATLAB script) exploited in this study is available upon request to the
corresponding author.
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