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Preface

Statistical thinking, design and analysis play a crucial role in social life and are
useful to society at large. Besides, promoting advanced methodological research is
useful to facilitate the dissemination of ideas related to various fields of interest. For
this purpose, experts in statistics, data analysis, data mining, statistical methods for
decision making, machine learning and related methods come together to understand
and analyse phenomena through data.

In line with this objective, the Statistics Group for the Evaluation and Quality of
Services (SVQS; www.svqs.it) of the Italian Statistical Society (SIS) has been or-
ganizing the Innovation and Society (IeS) conference biennially since 2009, focusing
on new developments and ideas in statistics applied to the evaluation and quality of
public and private services, attracting national and international statisticians and
data scientists. The meeting contributes to spot light on the main statistical ap-
proaches and methodologies for the evaluation of public services currently in use in
different contexts, as well as to facilitate discussion on the impact of innovative sta-
tistical evaluation systems for these services, involving various economic and social
policy actors.

The conference “Statistical Methods for Evaluation and Quality: Techniques,
Technologies and Trends (T3)” recorded valuable contributions that are reported in
this volume. The papers underscore how the growing availability of data has tasked
social and economic actors, organizations, and researchers with the management
and analysis of large volumes of unstructured and heterogeneous data. In recent
years, many tools for both qualitative and quantitative models have been developed
to better describe and understand complex systems and their underlying behaviors,
and the papers reported in this volume bear witness to this.

Techniques, technologies and trends: the study of data complexity presents the
potential to provide analyses with increased frequency and timeliness, accuracy and
objectivity, and to define sustainable models. Traditional quantitative methods
for capturing socioeconomic data have often shown limitations in their ability to
examine underlying systems, and with the three ‘T’ just mentioned, the outlines of
future developments are starting to emerge.

The volume reports 127 contributions in the following areas:

� Advanced statistical methods for pattern recognition

� Advances in statistical learning from high-dimensional data

� Data analysis for web sources

� Distance and depth-based statistical learning methods for robust data analysis
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� Economics and environment

� Education and labour

� Inequalities in the labour market

� Innovations and challenges in official statistics

� Labour market: trends, perspectives and new challenges

� Methodological and applicative contributions for evaluating sustainable devel-
opment

� Methodological developments and applications for the assessment of student
competencies

� Networks data analysis: new perspectives and applications

� New advanced statistical methods for data science

� Recent advances in statistical learning and data analysis

� Statistical analysis and modeling of environmental pollution data

� Statistical methods and complexity for evaluation in finance

� Statistical methods and composite indicators for healthcare

� Statistical methods and models for land monitoring with spatio-temporal data

� Statistical methods for environmental monitoring and sustainability

� Statistical methods for the analysis of university student choices and academic
performance

� Statistical methods for the assessment of transport services and sustainable
emissions

� Statistical methods for education and educational services

� Statistics in sports

� Tourism and territory.
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The Conference event attracted many contributions as well as numerous Authors,
not just from Italy but also from abroad. Over the three-day meeting, the Commu-
nity has the opportunity to witness some of the state-of-the arts, new trajectories,
and methodological challenges in 24 solicited sessions, 7 sessions of free contributes,
two round tables - organized by Maurizio Vichi and Matilde Bini respectively - and
three keynotes sessions with Ron S. Kennet of Samuel Neaman Institute of Israel,
Luigi D’Ambra of Federico II University of Naples, and the former Minister Enrico
Giovannini from University of Tor Vergata.

Organizers
Paolo Mariani
Chair of the Program Committee
Tonio Di Battista
Chair of Local Organizing Committee
Maurizio Carpita
Coordinator of the SVQS Group
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Sánchez Garćıa J. and Cruz Rambaud S.
An original approach to anomalies in intertemporal choices through Func-

tional Data Analysis: Theory and application for the study of Hikiko-
mori syndrome . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

Martino R., Ventre V., Cruz Rambaud S. and Maturo F.

Solicited Session SS6 - Labour market: trends, perspectives and
new challenges 118
Enriching Job Vacancy Official Information with Online Job Advertise-

ments: Chances and Limits . . . . . . . . . . . . . . . . . . . . . . . 119
Lucarelli A. and Righi A.
Innovation in Management: towards the Open Manager . . . . . . . . . . . 126
Bruttini P., Gallo M., Mariani P. and Menini T.

Solicited Session SS7 - Data analysis for web sources 132
Enhancing SMEs default prediction with web-scraped data . . . . . . . . . 133
Crosato L., Domenech J. and Liberati C.
Web data as enabler for informed decisions in Labour Market . . . . . . . 137
Maggioni G.
The metaverse & luxury fashion brands: strategic communication exercise 141
Forciniti A. and Zavarrone E.
Increasing the Geographical Granularity of Economic Indicators with Google

Trends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

ix



Domenech J. and Marletta A.

Solicited Session SS8 - Methodological and applicative contributions
for evaluating sustainable development 153
Evaluating sustainable development in EU countries through synthetic in-

dicators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
Alaimo L.S. and Cucci M.
Naples and tourism sustainability: A survey of citizens’ perceptions . . . . 160
Aria M., Pagliara F., D’Aniello L. and Della Corte V.
Modelling inequalities for sustainable development in Italy countries . . . . 166
Musella M., Borrata G., Camminatiello I. and Lombardo R.
Food Security and Sustainability: A Science Mapping Analysis . . . . . . . 172
Piscitelli A.

Solicited Session SS9 - Inequalities in the labour market 178
Skill similarities across Italian regions: an analysis based on the online job

advertisements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
Kahlawi A., Buzzigoli L., Grassini L., Martelli C. and Giambona F.
Italian Labour Market reform and gender inequalities . . . . . . . . . . . . 185
Marini C. and Nicolardi V.
Intergenerational transmission of disadvantages in the Italian labour mar-

ket: evidence from AD-SILC data . . . . . . . . . . . . . . . . . . . . 191
Busetta A., Fabrizi E., Ragozini G. and Sulis I.

Solicited Session SS10 - Statistical methods and complexity for eval-
uation in finance 197
Financial networks resilience and shocks propagation . . . . . . . . . . . . 198
Cerqueti R., Cinelli M., Ferraro G. and Iovanella A.
How the choice of one parameter impacts the numerical stability of the

efficient frontier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
Fassino C. and Uberti P.
Dynamic shrinkage for minimum variance combination of forecasts . . . . . 210
Mattera R.
Exploring the perception of the gender issue of Italian female entrepreneurs 217
Castellano R., Riccioni J. and Rinaldi A.

Solicited Session SS11 - Networks data analysis: new perspectives
and applications 223
Describing Italian mobility trajectories in higher education . . . . . . . . . 224
Genova V.G., Giordano G., Ragozini G. and Vitale M.P.
Collaboration networks: methodological issues and updated empirical evi-

dence on Italian statisticians . . . . . . . . . . . . . . . . . . . . . . . 230
De Stefano D., Fabbrucci Barbagli A.G., Santelli F. and Zaccarin S.
Mapping Ashtma Complexity with Graph Theory: an Integrative Approach236
Cucco A., Simpson A., Murray C., Fontanella S. and Custovic A.
Investigating the patterns of Italian internal mobility: a network analysis

at provincial level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242

x



Sarra A., D’Ingiullo D., Evangelista A., Nissi E., Quaglione D. and Di
Battista T.

Solicited Session SS12 - Innovations and challenges in official statis-
tics 248
Formal and informal networks of care for the elderly: regional profiles

compared . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
Sicuro L., Tucci D. and Coniglio R.
Gender Gap: a multidimensional approach . . . . . . . . . . . . . . . . . . 255
Acampora C., Fusco D., Liguori M.A. and Pagliuca M.M.
Using Whatsapp in Official Statistics: a New tool for managing the Agri-

culture Census . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259
Fabi C.

Solicited Session SS13 - Statistical methods and composite indica-
tors for healthcare 265
Longitudinal composite indicators to measure the quality of health services 266
Crocetta C., Antonucci L., Cataldo R. and Mazza R.
Past and Future of Doctor-Patient Communication . . . . . . . . . . . . . 272
Tedesco N., Zavarrone E. and Forciniti A.
Network Analysis approach to customer satisfaction and service quality

detection: an application to health-care services . . . . . . . . . . . . 277
Crocetta C., Grassia M.G., Marino M., Mazza R., Simonacci V. and
Stavolo A.
A project evaluation study on multiset Likert scale data . . . . . . . . . . 283
Simonacci V., Marino M., Grassia M.G. and Gallo M.

Solicited Session SS14 - Distance and depth-based statistical learn-
ing methods for robust data analysis 289
Robust distance-based predictive models . . . . . . . . . . . . . . . . . . . 290
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Quadratic discriminant scoring for selecting
clustering solutions
Funzione discriminante quadratica per la selezione di
soluzioni di clustering

Luca Coraggio and Pietro Coretto

Abstract Selecting an optimal clustering solutions is a difficult problem. There exist
many data-driven validation strategies in the literature to perform this task. In this
paper, we focus on a recent proposal, based on quadratic discriminant scores and
bootstrap resampling, namely the BQH and BQS from Coraggio and Coretto [4].
These strategies proved to be extremely successful with elliptic-symmetric clus-
ters and, in general, when clusters can be separated by quadratic boundaries. In
this work, we review the BQH and BQS strategies, and try to shed more light on
their functioning, by comparing them with alternative likelihood-based validation
indexes, and with different resampling schemes.
Abstract La selezione di soluzioni di clustering ottimali è un problema complesso.
In letteratura, esistono molte strategie di validazione per svolgere questo compito.
In questo lavoro, ci concentriamo su una proposta recente, basata su funzioni di
discriminante quadratica e tecniche di ricampionamento bootstrap, ovvero i metodi
BQH e BQS proposti in Coraggio and Coretto [4]. Queste strategie si sono di-
mostrate estremamente efficaci con cluster ellittico-simmetrici e, più in generale,
quando i cluster possono essere separati da confini quadratici. In questo lavoro,
riprendiamo le strategie BQH e BQS, e indaghiamo il loro funzionamento in uno
studio comparativo, utilizzando nuovi indici di validazione, basati sulla funzione di
verosimiglianza, assieme a schemi di ricampionamento alternativi.

Key words: Cluster validation, Mixture models, Model-based clustering, Resam-
pling methods

Luca Coraggio
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1 Introduction

Typically, in cluster analysis, the researcher produces many solutions, running sev-
eral clustering algorithms with various settings. The problem is that, while a single
final solution may be required, it may well be the case that multiple of them pro-
vide a good description of the data, according to different clusters’ concepts [17].
Recently, in [4], we proposed a novel validation index aimed at selecting cluster-
ing solutions in cases where clusters can be expected to have elliptic-symmetric
shapes, or to be separable by quadratic boundaries. The proposed strategy proved to
be effective in conjunction with a bootstrap resampling strategy that hedges against
overoptimism in the selection process, and helps avoid choosing overly-complex
solutions. In this paper, we review this methodology and investigate the different
components that make it successful. We do this by comparing it with an alterna-
tive likelihood-based validation index, and combining it with different resampling
schemes. The outline of the paper is as follows. Section 2 reviews the BQH and BQS
indexes, and introduces the alternative strategies; Section 3 presents the empirical
analysis; Section 4 concludes.

2 Quadratic Discriminant Scoring

Let Xn be an observed sample of size n, with feature vectors xxxi ∈ Rp. Let G (m)

=
n

G(m)
k , k = 1, . . . ,Km

o
be a clustering solution, allocating the n objects into Km

groups; G (m) is obtained from a clustering method m ∈M .We assume that G (m) can
be meaningfully described by a collection of Km triplets θθθ (m) =

n
θθθ (m)

k , k = 1, . . . ,Km

o
,

where each θθθ (m)
k collects unique elements of the following objects: (i) πk: the ex-

pected fraction of points belonging to the k-th group; (ii) µµµk ∈Rp is the k-th cluster’s
center; (iii) ΣΣΣ k ∈Rp×p is a positive definite scatter matrix that either coincides with
or is proportional to the k-th cluster’s covariance matrix. θθθ (m), together with Km,
provides a description of the m-th clustering configuration m ∈ M .1

For a point xxx and a triplet θθθ k, we define the quadratic scoring of point xxx for the
k-th cluster as

qs(x,θθθ k) = log(πk)−
1
2

log(det(ΣΣΣ k))−
1
2
(xxx−µµµk)

TΣΣΣ−1
k (xxx−µµµk) (1)

The quadratic score is inspired to Quadratic Discriminant Analysis, where (1) rep-
resents the optimal classification boundaries under the Gaussian assumption (e.g.,
see [10]). It can be seen as a measure of how well point xxx is accommodated into

1 Depending on m, the triplets θθθ (m)
k may be taken to coincide with elements defined by the approach

itself (e.g., in model-based clustering, each triplet coincides with the parameters of one mixture
component; e.g., see [13]), or can be estimated with sample quantities, computing within-cluster
empirical counterparts (using estimated point-to-cluster assignments).

356



Quadratic discriminant scoring for selecting clustering solutions

cluster k (higher values correspond to a better fit). Using (1) we define the quadratic
partition, Q, as

Q = {Qk, k ∈ {1, . . . ,K}} , Qk =

(
xxx ∈ Rp : k = argmax

k∈{1,...,K}
qs(xxx,θθθ k)

)
. (2)

Finally, for a given θθθ we define the hard and smooth quadratic scoring criteria re-
spectively as

H(θθθ (m); Xn) =
1
n ∑

xxx∈Xn

K(m)

∑
k=1

sH(xxx,θθθ (m)) =
1
n ∑

xxx∈Xn

K(m)

∑
k=1

I
n

xxx ∈ Qk(θθθ (m))
o

qs
�

xxx,θθθ (m)
k

�
;

(3)

T (θθθ (m); Xn) =
1
n ∑

xxx∈Xn

K(m)

∑
k=1

sT (xxx,θθθ (m)) =
1
n ∑

xxx∈Xn

K(m)

∑
k=1

τk

�
xxxi,θθθ (m)

�
qs

�
xxxi,θθθ

(m)
k

�
,

(4)

where τk defines a smooth weight of point-to-cluster membership as measured by
the quadratic score:

τk(xxx,θθθ) =
qs(xxx,θk)

∑K
k=1 qs(xxx,θk)

.

2.1 Likelihood-based validation

The quadratic score (1) is strongly connected to likelihood theory, and it is easy
to show that it is proportional to the Gaussian density function [4]. Thus, a natural
alternative to the scoring criteria (3) and (4) appears to be the likelihood function of
a Gaussian mixture model. A similar proposal was also made by Smyth [16], used
in combination with cross-validation. Thus, the data log-likelihood can be used to
score a clustering solution (solutions achieving higher likelihood are preferred), and
is defined as:

l(θθθ (m); Xn) =
1
n ∑

xxx∈Xn

log

 
K(m)

∑
k=1

π(m)
k φ(xxx,θθθ (m)

k )

!
, (5)

where φ(xxx,θθθ (m)
k ) is the density function of a multi-variate Gaussian distribution with

mean µµµk and covariance ΣΣΣ k. Note that, differently from (3) and (4), the usage of (5)
is only justified for model-based clustering, where a probabilistic model is assumed,
and it is needed to motivate the construction of the likelihood function.
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Algorithm 1 Bootstrap quadratic scoring
input: observed sample Xn (with ecdf Fn), α ∈ (0,1); clustering method m ∈M ; integers B > 0
output: bootstrap quadratic scoring for method m: eL(m)

n .

(to ease notation, dependence on m is dropped and reintroduced in step 3)

for b ∈ {1, . . . ,B} do
(step 1.1) X(b)

n ← non-parametric bootstrap resample from Xn (sample of size n from Fn)

(step 1.2) θ̂θθ
(b)
n ← triplets of parameters from clustering solution m fitted on X(b)

n

(step 1.3) S(b)n ← score solution on points in Xn not in X(b)
n

S(b)n = H(θ̂θθ
(b)
n ;Xn) or S(b)n = T (θ̂θθ

(b)
n ;Xn) or S(b)n = l(θ̂θθ

(b)
n ;Xn)

end for
(step 2) eWn ← 1

B ∑B
b=1 S(b)n R(b)

n ←√
n
�

S(b)n − eWn

�

(step 3) Compute (α/2)-level and (1−α/2)-level empirical quantiles:

eL(m)
n ← inf

t

(
t :

1
B

B

∑
b=1

I
n

R∗(b)
n ≤ t

o
≥ α

2

)
; eU (m)

n ← inf
t

(
t :

1
B

B

∑
b=1

I
n

R∗(b)
n ≤ t

o
≥ 1− α

2

)

2.2 Resampling schemes

Choosing the solution that maximizes (3) or (4) may give poor results: since the
sample data Xn is used both for estimation and scoring, overly-complex solutions
may be selected due to overoptimism in the evaluation process. It is well known that
increasingly complex solutions can fit the data better, and many selection methods
takes this into account in several ways. For example, information criteria typically
include a penalization term for the model’s complexity (e.g., BIC [15] and ICL [3]).
To cope with this issue, in Coraggio and Coretto [4], we propose to estimate clus-
tering solutions on non-parametric bootstrap resamples [7] from Xn, and to evaluate
(3) and (4) on Xn. The procedure is reviewed in Algorithm 1, and here we extend it
to include a likelihood-based scoring, using (5) as the scoring function.

3 Empirical analysis

The experimental analysis is a scaled-down version of that in Coraggio and Coretto
[4], using the Iris, Olive and Banknote data sets [1, 9, 8]. Since we are going to
compare the quadratic scores with likelihood-based ones, M includes only model-
based clustering methods: (i) 140 model-based clustering methods, using Gaussian
mixture models with parsimonious representation of the covariance matrices [2],
implemented with the Mclust software [14] (setting K = 1, . . . ,10, and 14 covari-
ance models); (ii) 180 model-based clustering methods, using Gaussian mixture
models with eigen-ratio contraints (ERC; [12]), implemented with Otrimle software
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Table 1: Selected clustering solution by selection criteria (left-most column). Each
sub-table shows results from a real data set: the first column shows the selected
solution, and the second column reports its ARI, computed against true classes.

Criterion

QH
QS
LK

CVQH
CVQS
CVLK

BQH
BQS
BLK

(b) Iris

Selected m ARI

Otrimle, K=10, γ=104 0.44
Otrimle, K=10, γ=104 0.44
Otrimle, K=10, γ=104 0.44
Otrimle, K=3, γ=102 0.90
Otrimle, K=3, γ=102 0.90
Otrimle, K=3, γ=102 0.90
Otrimle, K=3, γ=102 0.90
Otrimle, K=3, γ=102 0.90
Otrimle, K=3, γ=102 0.90

(c) Olive

Selected m ARI1

Mclust, K=10, VVV 0.54
Mclust, K=10, VVV 0.54
Mclust, K=10, VVV 0.54
Mclust, K=6, VVV 0.79
Mclust, K=6, VVV 0.79
Mclust, K=9, VEE 0.65
Mclust, K=8, VVV 0.86
Mclust, K=8, VVV 0.86
Mclust, K=8, VVV 0.86

(d) Banknote

Selected m ARI

Otrimle, K=10, γ=104 0.26
Otrimle, K=10, γ=104 0.26
Otrimle, K=10, γ=104 0.26
Mclust, K=4, VVE 0.68
Otrimle, K=3, γ=10 0.86
Mclust, K=4, VVE 0.68
Otrimle, K=3, γ=10 0.86
Otrimle, K=3, γ=10 0.86
Mclust, K=6, EEE 0.47

(Olive) 1. refers to the finer 9-regions classification.

[5, 6] (setting K ∈ {1, . . . ,10}, ERC γ ∈
�

1,5,10,102,103,104
	

, and 3 initialization
methods). The criteria compared to select optimal solutions are respectively based
on equations (3), (4), and (5), and are divided as follows. QH, QS, and LK: clus-
tering solutions are estimated and scored using the full data, Xn; CVQH, CVQS,
CVLK: clustering solutions are estimated on a “train set” and scored on a non-
overlapping “test set”, using a 10-fold cross-validation scheme, as in [16]. BQH,
BQS, BLK: clustering solution are estimated and scored according to Algorithm 1,
selecting the method m maximizing eL(m)

n . For each criterion, the selected solutions
are evaluated against the true class labels, reporting the achieved Adjusted Rand
Index (ARI, [11]).

Results are presented in Table 1. The comparison gives a better understanding
on the mechanism that lies behind the effectiveness of the BQH and BQS criteria.
First, notice that all criteria where solutions are estimated and scored on the full data
(QH, QS, LK) always select poor, overly-complex solutions: this is because of the
problem discussed in Subsection 2.2. On the contrary, both resampling mechanisms
choose lower complexity solutions, acting similar to complexity penalization. How-
ever, the cross-validation scheme produces poor (Olive) or inconsistent (Banknote)
results, with respect to the bootstrap scheme. This is likely due to the fact that 10-
fold cross-validation splits leave too few shared information between train and test
sets, and is less adequate for clustering where, differently from prediction settings,
the goal is to select a clustering method that has a good in-sample performance. This
is also true for the likelihood-based criteria, CVLK and BLK, which perform worse
with respect to the quadratic score criteria. Indeed, it can be shown that compared to
the likelihood function, the quadratic scores add extra penalization for overlapping
clusters. Overall, both the quadratic scores, (3) and (4), and the resampling scheme
in Algorithm 1 seem equally important to consistently achieve good results.
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4 Conclusion

In this paper, we reviewed the BQH and BQS procedures from [4]. We ran an em-
pirical analysis comparing it with a likelihood-based validation index, and testing
different resampling schemes. Our experiments show that neither the bootstrap re-
sampling scheme in Algorithm 1 nor the quadratic discriminant score in (1), alone,
are sufficient to obtain good results. Rather, both of them contribute to the procedure
in different ways. The comparison with likelihood-based alternatives highlights that
the extra penalty that the quadratic scores impose on overlapping clusters is needed
to select better solutions in cases where clusters are not well separated. Similarly,
the comparison with the 10-fold cross-validation shows that the bootstrap resam-
pling scheme is better suited for cluster analysis, where the final goal is to describe
the data at hand, rather than predicting cluster membership for unseen points.
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