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A B S T R A C T

Although in the last decade several fact-checking organizations have emerged to verify misinformation, fake
news has continued to proliferate, especially through social media platforms. Even though adopting improved
detection strategies is of utmost importance, the fact-checking process could be optimized by verifying whether
a claim has been previously fact-checked. Despite some ad-hoc information retrieval approaches having been
recently proposed, the utility of modern (neural) retrieval systems have not been investigated yet. In this paper,
we consider the standard two-phases retriever-reranker architecture and benchmark different state-of-the-art
techniques from the information retrieval and Q&A literature. We design several experiments on a real-world
Twitter dataset to analyze the efficiency and the effectiveness of the benchmark approaches. Our results show
that combining standard and neural approaches is the most promising research direction to improve retrievers
performance and that complex (neural) rerankers might still be efficient in practice since there is no need to
process a high number of documents to improve ranking performance.
1. Introduction

Although fake news is not a new phenomenon, since the last decade
it has become one of the major threats to democracy, journalism, and
freedom of expression. The rise of social media has been playing a
key-role since those platforms enable the creation, the publication and
the consumption of news online faster and cheaper. As a result, huge
amount of false information which spreads across the population affects
our life. For instance, fake news proliferation during the 2016 US
Presidential Election undermined public trust in the government [1],
and from an economic perspective, the false claim stating that ‘Barack
Obama was injured in an explosion’ wiped out $130 billion in stock
value.1

The problem of fake news proliferation is being addressed from
different perspectives. First, the Duke Reportes’ Lab2 counts more
than 400 fact-checking world-wide organizations which try to debunk
false information though domain experts’ analyses and semi-automatic
systems assessing news truthfulness. Second, representatives of online
platforms, leading social networks, advertisers and advertising industry
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1 https://www.forbes.com/sites/kenrapoza/2017/02/26/can-fake-news-impact-the-stock-market/?sh=1883d50d2fac.
2 https://reporterslab.org/fact-checking/.
3 https://ec.europa.eu/digital-single-market/en/code-practice-disinformation.
4 https://edition.cnn.com/videos/tech/2020/04/17/mark-zuckerberg-facebook-limit-coronavirus-misinformation-cnn-town-hall-vpx.cnn.
5 https://www.washingtonpost.com/outlook/its-easy-to-fact-check-trumps-lies-he-tells-the-same-ones-all-the-time.

agreed on a self-regulatory Code of Practice3 to converge on a common
strategy to deal with the spread of online disinformation. Third, govern-
ments are investing in educating the public on this problem and on how
to discern false from true information, since it has been proven that,
once trained, the probability of people sharing fake news decreases by
400%.4

However, the quantity of information is much more than the one
people can effectively check and, since fake news spreads comparably
or even faster than true ones [2,3], it is essential to speed up and/or
ease the verification process. From this perspective, one should consider
that the same viral claim is often reposted by thousands of people in a
short time-frame and might be shared also after a while in a different
context. Moreover, when considering political statements, it is well-
known that politicians, even unconsciously, have a tendency to repeat
themselves.5

Thus, detecting whether a claim has been already fact-checked
seems a promising approach on which researchers should focus more
for at least three reasons. First, it can ease the manual fact-checkers’ ef-
fort, increasing their productivity and thus their effectiveness. Second,
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automatic fact-checking systems might be improved since the veracity
prediction of the input claim could be based on a set of already verified
information. Third, journalists, who are sceptical towards the adoption
of automatic detection systems, could easily exploit, instead, a tool
which checks in real-time if their interviewees are referring to (telling)
inaccurate (false) data (claims). It is worth mentioning that popular
search engines do not represent an effective solution because they do
not report verified information and thus they could activate a danger-
ous and time-consuming verification cascade, i.e., the experts should
in turn verify whether the retrieved evidences are actually reliable. In
addition, we highlight that the task of detecting previously fact-checked
information does not depend on the claim veracity; it supports the fact-
checking process in a preliminary phase w.r.t. retrieving the evidences
which the truthfulness assessment should be based on.

Despite having been proposed to integrate the checking of the input
claim against a knowledge base of verified information in the fact-
checking pipeline [4], the problem of detecting previously fact-checked
information has been considered only recently by [5] which formulates
the information retrieval task of ranking a list of verified documents
according to the relevance with the input claim. Under these settings,
the task aims at filtering out already verified claims, thus allowing
professionals to focus on brand new claims which should be carefully
checked, also by retrieving other evidences. However, as opposed
to classical ad-hoc retrieval problems, the documents corpus, i.e. the
verified information, is not static and, in principle, for each truthfulness
assessment an update should be triggered on it.

Inspired by the great advancements transformers architectures have
been bringing to the natural language processing field [6,7], com-
petitors at CheckThat!2020 [8] dealt with the task and showed that
different transformers’ fine tuning strategies lead to promising perfor-
mance improvements w.r.t. standard information retrieval baselines
(e.g. BM25). However, the efficiency of the proposed approaches has
not been analyzed yet, neither the different requirements of top-k
retrieval and reranking models has been considered within a two-stages
pipeline. Consequently, since the retriever-reranker architecture has
been widely studied for information retrieval and question answer-
ing systems [9], it seems profitable to explore how the most recent
methods and models perform on the above-mentioned task. In this
paper, we conduct an extensive benchmark, especially considering the
recent advances that neural ranking models and transformer-based
systems have brought to both retriever and reranker stages [9,10].
We evaluate the models on a real-world tweets’ dataset considering
both the effectiveness and the efficiency of the system. Our results
indicate that the integration of conventional and neural methodologies
holds considerable potential as a research avenue for enhancing the
performance of retrievers. Additionally, we find that complex neural
rerankers have the potential to be efficient in practical settings as
they do not require a high volume of document processing to improve
ranking performance.

Overall, these findings unveil the practical utility of conventional
and neural methodologies from relevant literature in the context of
detecting previously fact-checked information, thereby highlighting the
potential for their effective application in real-world settings.

The paper is organized as follows. After having presented related
works regarding fact-checking methods and ranking models proposed
in the recent literature (Section 2), we present the benchmarking frame-
work in Section 3 and define our research objectives in Section 4.1.
The experimental evaluation using a Twitter dataset is presented in
Section 4. Finally, Section 5 discuss the theoretical and practical im-
plications of our research and Section 6 discusses several conclusions
and possible future works to focus on.

2. Related works

2.1. Fact-checking panorama

The fact-checking problem, i.e. predicting the veracity of a claim,
2

has been studied for long time from different perspectives and under
disparate scenarios. Recently, researchers are increasingly focusing on
evidence-aware fact-checking, i.e. extracting the veracity of an input
claim based on retrieved evidences, which can support or refute it. Un-
der these settings, [11] releases FEVER dataset aiming at fact-checking
mutated claims generated from Wikipedia pages. [12,13] exploit web
search engines to find real-time potential evidences and compute their
stance w.r.t. the input claim. In addition, [14] leverages LSTM mod-
els and attention mechanisms to retrieve documents and to capture
their most relevant sentences, respectively. [15] first employs neural
semantic matching networks to address the document retrieval and
the evidence selection problems. Inspired by the unprecedented perfor-
mance transformer architectures are achieving in many NLP tasks, [16]
adopts BERT model to compute the evidences’ relevance and the verac-
ity of the input claim. In addition, [17,18] leverage reasoning elements
over an entity-graph and a hierarchical hypergraph, respectively, to
perform the verification process with fine-grained evidences.

Another research direction performs fact-checking relying on knowl-
edge base. To this end, [19] builds a knowledge graph of fact-checked
information which can be queried in order to assess the veracity of
an input claim. In addition, [20] encodes background knowledge in
the form of Horn rules and generates rule-based explanations support-
ing the veracity prediction of the claim. [20] determines the claim
truthfulness treating the knowledge graph as a flow network. More
recently, [21] proposes to use language models as knowledge base,
exploiting their factual knowledge acquired during the pretraining
process.

Our work analyzes the fact-checking panorama from the perspective
of detecting previously fact-checked information: assuming most of the
claims are repeated over time, especially on social media platforms, we
aim to detect if an input claim has been already checked and stored in a
predefined knowledge base. It is worth noting that evidence-based fact-
checking approaches [11,15] differ from the considered task because
while the former aims at predicting the claim’s veracity by understand-
ing whether some evidences support or refute it, the latter does not
depend at all on the claim veracity. Indeed, if an input claim has been
already fact-checked there is no point in verifying it again regardless
of its truthfulness. In other words, detecting previously fact-checked
information supports the fact-checking process in a preliminary phase,
and in principle, is complementary to evidence-based approaches.

Despite having been proposed to integrate the checking of the input
claim against a knowledge base of verified information in the fact-
checking pipeline [4], only during the last year, some initial works
proposed their solution. [5] ranked verified information according to
their relevance to the input claim. Specifically, they use standard infor-
mation retrieval algorithms (e.g. BM25) and compute cosine similarity
over the embedding produced by a not fine-tuned BERT model. In
addition, competitors at CheckThat!2020 [8] showed that different
fine tuning strategies lead to promising performance improvements.
Finally, [22] addresses the problem using multimodal data, i.e. the texts
and the images of the claim and of the verified information.

Despite the overall ranking performance, no one has analyzed the
efficiency of the proposed approaches. For instance, winners at Check-
That!2020 [23] explicitly declares that their approach is unfeasible
with large-scale documents’ corpus because it would take hours to
retrieve the top-k element for an input claim. From this perspective, we
consider a more realistic scenario where not only retrieval performance
but also execution times should be considered. In other words, we fully
explore the trade-off between effectiveness and efficiency to understand
the best operating settings for such systems.

Furthermore, given the information retrieval nature of the task,
there is a wide range of powerful, yet not explored, architectures
and models [9,10] which could be used to optimize the overall per-
formance. We try to bridge this gap considering a retriever-reranker
architecture and benchmark a broad range of models considering both

their efficiency and effectiveness.
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2.2. Multi-stage ranking models

Ranking list of documents according to some queries is a com-
mon problem when performing information retrieval tasks. Specifically,
when the document corpus is very large, multi-stage pipelines are the
de-facto standard to solve the problem [9]. In other words, the first
stage retriever performs top-k document retrieval, i.e. the potential
set of documents relevant to the query; the second (and, in case, its
successors) stage reranker aims at reordering that set of candidates with

ore powerful and computationally expensive models.

etriever. The first-stage retrieval task has long been dominated by
the classical term-based probabilistic models (e.g. BM25 [24]) due to
their efficiency and effectiveness even with million-scale corpus of doc-
uments. Nevertheless, they still suffer from the vocabulary mismatch
problem [25] and do not model the document semantics which is es-
sential when considering text’s meaning. While in the past decades term
dependency and topic models [26–28] have addressed the former prob-
lem, the unprecedented performance improvements that transformer
architectures and representation learning strategies are achieving in
NLP, have determined an explosive growth of works proposing their
neural network-based semantic first-stage retriever. [9] classifies neural
retriever into two categories – sparse retrieval methods and dense retrieval
methods. The former strategies adopt efficient sparse representation for
query and documents and essentially improve the weighting scheme of
the classical term-based methods (e.g. DeepCT [29], docT5query [30]).

On the other hand, dense retrieval methods usually consist of a
ual-encoder architecture which embed queries and documents in-
ependently, the final relevance score is computed through a sim-
larity function 𝑓 . These methods can be further categorized into
erm-level representation learning and document-level representation learn-
ng [9]. The former models represent queries and documents with
he sequence of their terms’ embeddings and 𝑓 performs term-level

matching and aggregates the result to compute the final score (e.g. DC-
BERT [31], ColBERT [32]). Document-level representation learning ap-
proaches find one global representation for each query and document
(e.g. Sentence-BERT [33] DPR [34]).

It is worth to note that even if the above-mentioned methods are
categorized as first-stage retriever for their efficiency, they can still
be used for end-to-end retrieval, performing jointly the retrieval and
reranking tasks.

In this work, we benchmark the wide range of the above-mentioned
retrievers discussing which category is more promising in the context of
retrieving fact-checked information. In addition, we also assess whether
the most advanced (neural) models could be exploited as one-stage
retrievers without any reranking.

Reranker. Even if some of the retriever models have proven discrete
ranking performance [24,32], researchers are working hard to design
specialized learning-to-rank systems. In fact, during the last decade,
we have witnessed a strong growth in applying deep neural net-
works for building ranking models, also referred to as neural ranking
models (NRMs). Specifically, they can categorized into two classes –
representation-based and interaction-based approaches [10]. The former
methods leverage the same bi-encoder plus matching layer architec-
ture adopted by dense retrieval methods. Some leading examples are
DSMN [35] and ESIM [36], which exploit fully-connected networks and
chained LSTMs, respectively, to perform Natural Language Inference
tasks. In the domain of fact-checking, NSMN [15], first, combines
bidirectional LSTMs and pooling strategy in order to perform jointly
evidence retrieval and fact verification.

On the other hand, interaction-based NRMs aim to capture rele-
vant matching signals between a query and a document based on
word interactions. While pioneering works, i.e. MatchPyramid [37]
and KNRM [38], applied deep neural networks to represent the words
interaction matrix, more recently pre-trained transformers [6,7] have
3

achieved the new state-of-the-art performance on any ranking-related m
tasks. In particular, [39] shows the effectiveness of using ensemble of
different BERT-models and combining point-wise, pair-wise and list-
wise loss functions. Similarly, [40] proposes a two-stages re-ranking
pipeline with a point-wise (monoBERT) and a pair-wise (duoBERT)
classification models, respectively.

Finally, some hybrid architectures have been proposed (e.g. DUET
[41] combining the outputs of models from different categories to
produce the relevance score.

Whilst interaction-based approaches leads to better ranking perfor-
mance compared to representation-based ones, their application for
end-to-end retrieval is still limited due to their low efficiency in online
ranking scenarios [10].

In this work, we select models from both categories and apply them
to rerank previously retrieved top-k fact-checked documents according
to their relevance to the input claim. Specifically, we assess to what
extent one model should be preferred to another considering their
efficiency and effectiveness.

3. Method

3.1. Problem formulation

The task of detecting previously fact-checked information aims at
improving the fact-checking process by filtering out all information that
has been already verified. Thus, the task deals with an input claim 𝑐
and a (large) corpus of fact-checked documents  = {𝑑1, 𝑑2,… , 𝑑𝑁}.
t is worth to note that while 𝑐 does not have a predefined structure
e.g. statements from a political debate or social network posts), a
ocument 𝑑𝑖 represents a formal assessment of the claim under veri-
ication, indeed it provides its context and all arguments which should
e considered in the evaluation.

The information retrieval formulation of this task follows the
etriever-reranker paradigm: the first-stage retriever should learn a
unction 𝑠 ∶ { (𝑐, 𝑑𝑖) ∣ 𝑑𝑖 ∈  } → R which assigns high scores to
elevant (𝑐, 𝑑) pairs and low scores to irrelevant ones. In other words,
he retriever aims at finding the set ̄ = {𝑑1, 𝑑2,… , ̄𝑑𝑀 ∣ 𝑀 ≪ 𝑁}
f potentially relevant documents with respect to 𝑐, thus making ̄ ⊂
. Consequently, the second-stage reranker should learn a function
∶ { (𝑐, 𝑑𝑖) ∣ 𝑑𝑖 ∈ ̄ } → R which reorders the elements in ̄

ccording to how much similar they are to the input claim 𝑐. We
bserve that learning 𝑠 is not trivial for at least two reasons. First, it has
strong efficiency requirement dependent on the million/billion scale
ocuments’ corpus it deals with. Second, it should be flexible enough
o integrate additional knowledge about new events. By the same
oken, learning 𝑓 could be difficult since input claims can be phrased
ifferently with respect to the corresponding fact-checked information,
ven if they refer to the same concepts [5]. Another problem to deal
ith is that complex claims might be the conjunction of different
erified claims, thus making even partial matches relevant for the task.

It is worth to note that this task does not depend on the claim
ruthfulness but can support its estimation since we assume that the
ocuments in the corpus have been already fact-checked and thus can
e used as evidences for the verification task.

.2. Benchmarking architecture

As mentioned in the previous section, ranking problems are widely
ommon in information retrieval tasks, and machine learning ap-
roaches are more and more studied to propose effective solutions.
n order to integrate and compare the most recent advancements of
eural ranking and retrieval models with the classical information
etrieval approaches, we considered the two-stages learning-to-rank
odel depicted in Fig. 1.

The first-stage retriever aims at selecting the subset ̄ of the doc-
ments corpus. Specifically, it assumes that the input claim and the

ost related documents share some basic properties such as mentioning
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Fig. 1. Pipeline of our benchmarking architecture.

the same entities, having similar statistical representation (e.g. TF-
IDF features) or referring to the same concepts/topics. In other words,
the retriever filters out the completely unrelated verified information
in . We do not expect that it has high ranking performance; but
we require that it has good recall scores in order to not affect the
reranking performed by the second step. To put it differently, a pre-
selection algorithm which leaves out too many relevant documents,
would become a bottleneck for the performance of the overall system.
Moreover, since the retriever deals with huge quantities of documents,
it should be efficient and scalable with respect to the size of the corpus.
We will evaluate the effect of the algorithm’s choice in the experiment
section.

The second-stage reranker is an advanced NRM which models the
intrinsic semantics of the claim and the (subset of) documents in order
to perform an high performance re-ranking. In other words, once the
retriever has filtered documents which are correlated with the input
claim at high level, the reranker performs semantic matching trying
to assess whether the input query and document, i.e. the (𝑐, 𝑑𝑖) pair,
convey, even partially, the same meaning/concepts.

It is worth to note that the chosen multi-stage pipeline allows us to
benchmark both interaction-based and representation-based rerankers
without affecting too much the system’s efficiency since even if the
NRM is computationally expensive, it should only predict the relevance
between the input claim and a much smaller set of verified documents,
i.e. those selected by the retriever algorithm. The extent to which this
re-ranking process affects the effectiveness and the efficiency of the
framework will be evaluated though our experiments.

Despite some recent attempts to build end-to-end neural retrieval
systems [32,42], we conjecture that the multi-stage pipeline, besides
improving efficiency, might also increase the performance of the
reranker due to the simpler problem it has to solve when combined
with the retriever. In other words, if we use the ranking model alone,
it should learn to distinguish between the input claim’s semantic and all
possible knowledge contained in the documents’ corpus, while in our
settings it has to work in a more controllable environment where the
training procedure could assume a certain degree of pertinence between
the claim and the documents to (re-)rank.

Finally, even if the framework is thought to work with corpus
represented as lists of verified documents, we point out its flexibility to-
wards knowledge graph (KG) representations: specifically, without any
alteration of the reranker model, the retriever algorithm is replaced by
an inference procedure on the KG using the entity and the relationships
extracted from input claim. We leave the exploration of this scenario
to future works.

4. Experiments

All experiments have been performed on Google Colab equipped
with one single core hyper threaded Xeon Processor @2.2 GHz, 12 GB
of RAM and a Tesla T4 GPU. The code will be made available on Github.
4

4.1. Research questions

Trying to merge the wide literature on retrieval and ranking models
to detect previously fact-checked documents, we design our research
objectives in order to assess which methods are better suited for our
two-stages pipeline. Furthermore, we want to evaluate both the effec-
tiveness and efficiency of the framework with respect to the perfor-
mance of single models and the actual applicability in real scenarios.
Concretely, we want to answer the following research questions:

• (RQ1) Which are the best retrievers? Can modern neural semantic
techniques replace the standard term-based approaches?

• (RQ2) Which are the best neural (re-)ranking models?
• (RQ3) What is the benefit of combining retrievers and rerankers

with respect to the overall performance?

4.2. Dataset & Metrics

We considered the dataset provided by [5], consisting of 1000
tweets retrieved from Snopes6 fact-checking articles, and of 10 396
verified claims extracted from ClaimsKG dataset [19]. Specifically,
data refers to multiple domains, including politics and gossip, and
the tweet and its verified document may be phrased similarly, thus
allowing a simpler approximate matching algorithm to work properly,
or with different terms, thus requiring more refined and semantic-based
strategies to perform the correct match.

We used the standard split 60%/20%/20% split, the authors pro-
vided, for training, validation and testing sets. As in most information
retrieval tasks, many verified claims never appear as related to any of
the original tweets.

For the ranking formulation, we adopted Mean Reciprocal Rank
(MRR), Mean Average Precision truncated at 𝑘 (MAP@k) and the hit
ratio [43] truncated at 𝑘 (HasPositives@k), as evaluation metrics. While
the first two metrics take into account the ranking order, the last one
evaluates the capability of the system to retrieve correct matches. It
is worth to note that since most of the tweets have only one relevant
document, HasPositives@k is almost equal to Recall@k. In addition, we
performed the statistical t-test between top-ranked models to assess the
reliability of our results.

From the application perspective, metrics on lower values of 𝑘
(e.g. 𝑘 ∈ {1, 3, 5}) might be indicative of the system utility in easing
manual fact-checkers works, i.e. experts would spot in real time if
the top ranked results are relevant to the input claim. On the other
hand, metrics on higher values of 𝑘 (e.g. 𝑘 ∈ {10, 20}) should be
considered in offline settings and/or in an automated fact-checking
pipeline where results should be further processed as evidences for the
veracity prediction.

4.3. Models & Training details

In the following subsection we detail which are the retrievers/
rerankers considered in the benchmark, explaining how they have been
trained and configured in order to promote reproducibility.

We select a wide range of retrievers dividing them in four groups.
First, we consider classical probabilistic approaches including BM25

[24], TF-IDF [44] and Language Model with Dirichlet smoothing [45].
These algorithms assign a score to each tweet-claim pair based on
exact matching between the words in the tweet and the words in
a target verified claim. They have been long studied and applied in
various information retrieval tasks, thus representing the baseline for
the other retrievers. We adopted the Elasticsearch7 (version 7.10.1)

6 https://www.snopes.com/.
7 https://www.elastic.co/.

https://www.snopes.com/
https://www.elastic.co/
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implementation for BM25 and LM Dirichlet, with default parameters,
and used Haystack library8 for TF-IDF.

Second, we select docT5query [46] as neural sparse retrieval models
because expanding the documents with auto-generated queries seems
profitable in this context because the query, i.e., the (false) information,
is often repeated with a few differences over times. Specifically, we
adapted the official code9 and use the provided T5-base model to
generate three queries for each document. We then used BM25 to
reindex the expanded documents.

Third, we choose ColBERT [32] as neural sparse retrieval models.
It is worth noting that ColBERT can be used for reranking as well, due
to the interaction mechanism it performs between query and document
terms. In particular, we used the official repository10 and retrained the
bert-based-uncased model using the default hyper-parameters.

Fourth, we picked SentenceBERT [33] and DPR [34] as neural
document-based dense retrieval techniques. The former is the first
attempt to leverage transformer-based models to perform text similarity
and thus represents our ‘‘neural’’ baseline. Specifically, we used the
sentence-transformer library,11 fine tuning (for 4 epochs and a batch
ize of 16) the stsb-distilbert-base model using cosine similarity loss.

On the other hand, the latter adopts the in-batch negative strategy
o reuse negative examples already in the training batch rather than
reating new ones. In particular, we used the Haystack library,8 fine
uning (for 10 epochs and a batch size of 16) the bert-base-uncased
odel.

With the exception of DPR which customizes the batch generation
trategy, the training dataset has always been built considering the
ositive query-document pair and 10 random negative ones.

Considering the second stage of the pipeline, we considered 9
erankers, divided in the categories mentioned in Section 2.2. Specif-
cally, we choose MatchPyramid [37], KNMR [38], ConvKNMR [47]
nd BERT models [6], as interaction-based algorithms; ESIM [36] and
AR [48], as representation-based algorithms; DUET [41] as hybrid
odel.

For HAR we used the official implementation,12 and for all others
ethods we adopted the Pytorch implementation of the Matchzoo

ramework [49]. All hyper-parameters have been set to default with the
xception of the number of kernels in KNRM and ConvKNRM which
as set to 11. All models have been trained until convergence on

he validation set. Finally, for BERT, we adopted the stsb-distilroberta-
ase cross-encoder provided by the sentence-transformer library,11 fine

tuning (for 4 epochs and a batch size of 16) using the cross-entropy
loss.

When training rerankers, we need to select 𝑘 negative samples for
each tweet-claim pair. The choice of 𝑘 might be decisive for the per-
formance of the model: low values might determine poor performance
because the model would see few pairs representing non-matching
knowledge. On the other hand, since there is just one verified claim
matching most of the tweets in our dataset, increasing 𝑘 too much
might lead to imbalanced training set, making the learning task more
difficult. We select 50 random negative documents from the top-100
ones retrieved in the first stage. However, in the experiments we also
evaluate the effect of a completely random choice.

4.4. (RQ1) Which are the best retrievers?

Table 1 reports the results of the retriever models. We do not report
latency performance since the documents’ corpus is too short to observe
significant differences between the chosen models.

8 https://github.com/deepset-ai/haystack.
9 https://github.com/castorini/docTTTTTquery.

10 https://github.com/stanford-futuredata/ColBERT.
11 https://github.com/UKPLab/sentence-transformers.
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https://github.com/mingzhu0527/HAR.
While not reaching BM25 performance, it is evident to notice the
progress of neural retrievers which overcome the TF-IDF baseline and
perform comparably with the LM Dirichlet one.

The sparse model docT5Query [46] is the first runner up and
exhibits great improvements with respect to BM25 on which it relies.
In other words, we conjecture that expanding fact-checked documents
with artificially-generated queries and then indexing through stan-
dard techniques (BM25 in our case) is an effective approach because
the generation process clearly extracts the subjects, the topics and/or
the events increasing the probability of detecting matching queries
citing those concepts. Unfortunately, we point out how the queries’
generation procedure, relying on the T5 transformer [50], is compu-
tationally intensive and might not be usable in online scenarios where
the documents’ corpus should be often updated.

On the other hand, ColBERT [32] achieves interesting performance
without requiring any pre-processing step. Moreover, the late inter-
action mechanism it implements between query and document words
seems efficient enough to be scalable with million scale corpora.

Finally, document-level neural retrievers (SentenceBERT [33] and
DPR [34]) are one step behind the other approaches, probably because
representing the whole document/query with just one embedding pro-
vides a coarse representation, which does not capture the necessary
details to infer the relation between the claim and its verified docu-
ment. Concretely, fact-checked documents are usually characterized by
longer texts which cite several concepts and entities to assess the claim
veracity. Under such scenario, it is difficult to provide an insightful rep-
resentation looking at the document as a whole, instead of considering
more granular information (e.g., text’s terms and/or sentences).

To sum up, the recent advancements in neural information retrieval
seem to be bridging the gap with classical retrieval approaches but we
have shown that even the most modern retrievers still cannot replace
them in practice. In addition, combining the two approaches and
designing more efficient interaction functions are the most promising
research directions to follow.

4.5. (RQ2) Which are the best neural re-ranking models?

Table 2 reports the rerankers’ performance, considering just those
queries which have at least one relevant article in the top 50 documents
retrieved in the first stage by BM25. Not surprisingly, interaction-
based approaches perform generally better than representation-based
ones since they explicitly look for relevant matching signals in query-
document pairs.

Apart from the reranker’s category, the most important insight is
that transformer-based models (BERT [6] and colBERT [32] outperform
by far other algorithms. Specifically, they reach good results already
when considering rankings truncated at top positions, meaning that
they could effectively catch the relation between the fact-checked docu-
ment’s and the input claim. Despite ranking performance, the execution
time of these models strongly affects the number of documents they
could practically rerank, we will analyze this aspect in the next section.

When observing the huge performance difference between
transformer-based systems and other NRMs, we conjecture that it
depends on the transformers’ pre-training procedure, which allows
these models to acquire not only language syntax and semantics but
also factual and relational knowledge [21]. By contrast, other NRMs
(e.g. MatchPyramid [37], KNRM [38] are trained from scratch, thus
requiring more training (labeled) data and time to achieve good rerank-
ing performance.

Finally, BERT [6] performs better than colBERT [32] because of the
more complex interaction mechanism it implements to capture match-
ing signals between the input claim and the verified document. In-
deed, although colBERT’s late interaction mechanism prioritizes (com-
putational) efficiency, it cannot compete with the full self-attention
mechanism BERT relies on.

To sum up, employing and fine tuning pre-trained language models
seem to be the best and easiest solution to obtain high-quality rank-
ings. A fairer comparison with other NRMs will be possible when a

million-scale dataset of fact-checked information will be released.

https://github.com/deepset-ai/haystack
https://github.com/castorini/docTTTTTquery
https://github.com/stanford-futuredata/ColBERT
https://github.com/UKPLab/sentence-transformers
https://github.com/mingzhu0527/HAR
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Table 1
Performance of retrievers (bold indicates the best results, underline the first runner up).

Category Model MRR HasPositives@𝑘

all 𝑘 = 1 𝑘 = 3 𝑘 = 5 𝑘 = 10 𝑘 = 20 𝑘 = 50 𝑘 = 100

Classical
TF-IDF 0.681 0.593 0.739 0.789 0.829 0.869 0.914 0.924
LM Dirichlet [51] 0.799 0.770 0.825 0.860 0.890 0.915 0.95 0.960
BM25 [24] 𝟎.𝟖𝟏𝟕 𝟎.𝟕𝟖𝟓 𝟎.𝟖𝟔𝟓 𝟎.𝟖𝟖𝟎 𝟎.𝟖𝟗𝟓 𝟎.𝟗𝟏𝟓 𝟎.𝟗𝟓𝟎 𝟎.𝟗𝟔𝟎

Neural sparse docT5query [30] 0.786 0.754 0.834 0.844 0.894 0.919 0.945 0.960

Term-based ColBERT [32] 0.765 0.708 0.793 0.819 0.874 0.904 0.944 0.949

Document-level SentenceBERT [33] 0.669 0.592 0.713 0.763 0.804 0.834 0.884 0.924
DPR [34] 0.624 0.547 0.673 0.718 0.753 0.788 0.859 0.909
Table 2
Performance of Neural Ranking Models (NRMs) (bold indicates the best results,
underline the first runner up).

Category Model MRR MAP@𝑘

all 𝑘 = 1 𝑘 = 3 𝑘 = 5 𝑘 = 10 𝑘 = 20

Interaction
-based

BERT [6] 𝟎.𝟗𝟔𝟖* 𝟎.𝟗𝟒𝟐* 𝟎.𝟗𝟔𝟖* 𝟎.𝟗𝟔𝟖* 𝟎.𝟗𝟔𝟖* 𝟎.𝟗𝟔𝟖*
ColBERT [32] 0.903 0.847 0.893 0.901 0.902 0.903
MAN [22] 0.509 0.386 0.470 0.484 0.501 0.509
MatchPyramid [37] 0.495 0.413 0.444 0.462 0.479 0.489
KNRM [38] 0.319 0.212 0.272 0.287 0.298 0.307
ConvKNRM [52] 0.744 0.677 0.721 0.729 0.738 0.742

Representation
-based

ESIM [36] 0.507 0.370 0.451 0.482 0.498 0.504
HAR [48] 0.602 0.331 0.508 0.557 0.557 0.560

Hybrid-based DUET [41] 0.392 0.233 0.302 0.313 0.323 0.330

*Statistical significance at 𝑝 = 0.001 w.r.t. the second best

Table 3
Performance of the overall pipeline (bold indicates the best results, underline the first
runner up).

Model HasPositive@𝑘

𝑘 = 1 𝑘 = 3 𝑘 = 5 𝑘 = 10 𝑘 = 20

BM25 [24] 0.785 0.865 0.880 0.895 0.915

BERT [6] 𝟎.𝟖𝟔𝟓 𝟎.𝟗𝟑𝟓 𝟎.𝟗𝟔𝟎 𝟎.𝟗𝟕𝟎 𝟎.𝟗𝟖𝟓
ColBERT [32] 0.793 0.819 0.874 0.904 0.944

BM25 (100) + BERT 0.862 0.925 0.935 0.945 0.955
BM25 (100) + ColBERT 0.779 0.794 0.804 0.804 0.804

Table 4
Performance of the overall pipeline (bold indicates the best results, underline the first
runner up).

Model MRR MAP@𝑘

all 𝑘 = 1 𝑘 = 3 𝑘 = 5 𝑘 = 10 𝑘 = 20 all

BM25 [24] 0.817 0.816 0.819 0.821 0.822 0.817 0.785

BERT [6] 0.901 0.865 0.895 0.901 0.902 0.903 0.903
ColBERT [32] 0.709 0.749 0.754 0.762 0.765 0.765 0.708

BM25 (100) + BERT 𝟎.𝟗𝟎𝟔 𝟎.𝟖𝟕𝟑 𝟎.𝟗𝟎𝟓 𝟎.𝟗𝟎𝟖 𝟎.𝟗𝟎𝟖 𝟎.𝟗𝟎𝟖 𝟎.𝟗𝟎𝟗
BM25 (100) + ColBERT 0.739 0.756 0.760 0.761 0.761 0.762 0.738

4.6. (RQ3) What is the benefit of combining retrievers and rerankers?

As mentioned in the previous section, the two steps of our frame-
work capture different kinds of information and thus it is worth ex-
ploring how their combination performs. Tables 3 and 4 outlines the
performance of the overall system, in terms of HasPositive@k and
MAP@k respectively, considering the combination of two transform-
ers reranker (BERT and ColBERT) with the best retriever algorithm
(BM25). We configure the system so as the latter model selects the
top-100 verified claims from the documents’ corpus.

It is evident how the combination is effective when combining
strong retriever with stronger reranker (BERT), in fact, the overall
combination overcomes both its components, considered in isolation.
On the other hand, weaker rerankers (ColBERT), as well as weak
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Table 5
Effect of negative pairs’ selection during reranker training.

Model MAP@𝑘

𝑘 = 1 𝑘 = 3 𝑘 = 5 𝑘 = 10 𝑘 = 20

BERT (random negatives) 0.365 0.525 0.556 0.573 0.575
BERT (top-k negatives) 0.865 0.895 0.901 0.902 0.903

retrievers, might compromise the performance becoming a bootleneck
for the whole system. In complete fairness, we highlight that the
results of the two best models are not statistically different but still
meaningful because, even if the two solutions perform comparably,
the combination between BM25 and BERT is much more efficient than
BERT alone, as we will show afterwards.

Furthermore, Table 5 clearly proves that retraining the reranker on
the claims retrieved by the first stage positively affects the ranking
performance confirming our hypothesis that the use of the prefiltering
information retrieval algorithm simplifies the learning task since the
NRM does not have to match the input tweet’s semantic with all
knowledge encoded in the verified claims.

Finally, we evaluate the effect of the number of documents selected
by the first-stage retriever. Specifically, we assess how this parame-
ter affects the efficiency and the effectiveness of the overall system.
Table 6 reports the runtimes, and their 95% confidence intervals, of
the system resulting from the combination of the BM25 retriever and
each transformer model, the scenario where no re-ranker is applied is
considered as well. While colBERT, as all representation-based models,
scales better (even better than the BM25 baseline alone), BERT model
runtimes strongly increase (up to 30 s per query) with the number
of retrieved documents. Concretely, assuming the system should ease
manual fact-checker’s effort, we convey that a profitable response
time should be within five seconds thus making BERT algorithm not
tractable when there are more than 1000 documents to rerank. As a
result, the application of complex transformer is tightly constrained
with the adoption of a high-recall retriever which filters out the greatest
part of the documents’ corpus.

In addition, Fig. 2 depicts the MAP metrics varying the top-k fact-
checked documents retrieved by the BM25 baseline: not surprisingly,
performance generally increase (decrease) when considering BERT (col-
BERT) reranker. This behavior depends on the fact that when increas-
ing the number of retrieved documents, we are converging on the
performance of the second-stage reranker applied in isolation, thus
not exploiting the retriever anymore. However, we observe that for
BERT, performance no longer improves when retrieving more than 100
documents.

To sum up, information retrieval literature brings a wide range
of methods and models, which could be exploited to efficiently solve
the problem of detecting previously fact-checked information. Specif-
ically, the multi-stage ranking pipeline seems to achieve acceptable
quality performance integrating efficient retrievers with most com-
plex rerankers, making the trade-off between ranking performance
and runtimes smoother. Concretely, in the context of this benchmark,

we conclude that the best system is composed by the BM25 model,
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Table 6
Runtimes (in seconds) varying the number of claims to rerank.

Without rerank colBERT BERT

BM25 (10) 0.0170 ± 0.0017 0.0634 ± 0.0014 0.0500 ± 0.0100
BM25 (100) 0.0233 ± 0.0010 0.0703 ± 0.0014 0.3483 ± 0.0153
BM25 (1000) 0.1156 ± 0.0054 0.1688 ± 0.0053 3.3851 ± 0.1709
BM25 (10000) 0.6122 ± 0.0900 0.7225 ± 0.0908 30.8846 ± 1.5110

Fig. 2. Performance varying the number of claims retrieved by the first stage and
reranked by ColBERT (left) and BERT (right).

retrieving up to 100 fact-checked documents, followed by the BERT
model which performs a high performance (re-)ranking.

4.7. Error analysis

In order to better assess the behavior of the framework in real
scenarios, we conducted an error analysis aiming at understanding
when the best retriever-reranker combination, i.e. the BM25 retriever
followed by a BERT reranker, performs better than its components and
what kinds of input tweet may still lead to wrong results.

First, we consider the tweet ‘‘#SixFlagsBaltimore closed parks to all
non-muslims for the Muslim family day. How nice. When is CHRISTIAN
day?’’ whose corresponding verified claim is ‘‘Six Flags is temporarily
closing one or more of their theme parks to the public to host Muslim
Family Day.’’. In this case, neither the BM25 model nor the BERT
model can rank the corresponding verified claim in the first position.
In particular, the former algorithm is able to retrieve the right verified
claim but ranks it on the fifth position along with other topical-related
claims such as ‘‘First Lady Michelle Obama proposed a Hug A Muslim
day to replace Columbus Day.’’, while the BERT model applied in
isolation cannot retrieve the correct match in the top-20 ranking, since
it gets confused by other information which regard the same subject
(e.g. Muslims) but in total different contexts (e.g. war, crime). On
the other hand, the combination of the two models is effective since
it exploits the partial good results of the first stage and exploits the
semantic knowledge acquired by the second one to re-rank the correct
claim in the first position.

Second, in order to understand the limits of our approach we
consider a scenario where both the stages applied in isolation and their
combination are not able to perform the correct ranking. Taking the
tweet ‘‘You should get one for your house! #PizzaVendingMachine’’, the
ES baseline cannot retrieve the corresponding verified claim in the top-
100 results, thus penalizing the results of the reranking step as well. On
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the other hand, the BERT model alone is able to retrieve the correct
verified information but, again, it gets confused with other pizza-
related claim regarding totally different contexts (e.g. satire, cooking
recipes). We believe that this behavior depends on the fact that the
considered tweet does not express directly the entities it refers to, thus
making the information extraction and semantic understanding much
more difficult.

5. Theoretical and practical implications

The misinformation phenomenon can have adverse societal effects,
threatening democracies, journalism and freedom of expression. De-
spite their increasing effort, fact-checking organizations cannot keep
the pace of the huge amount of false information spreading on social
media. Within this context, detecting previously fact-checked informa-
tion could improve the verification process increasing fact-checkers
productivity and providing more reliable evidence which the assess-
ment should be based on.

Theoretically, our study bridges the gap between the recent ad-hoc
proposals dealing with the above-mentioned task and the vast amount
of techniques and models that have been proposed in the information
retrieval and Q&A literature. To this end, we have defined a retriever-
reranking framework to assess the efficiency and the effectiveness of
the analyzed techniques, and, as opposed to existing works, we have
explored the best trade-off between ranking performance and execution
times.

Our results show that combining standard and neural approaches
is the most promising research direction to improve retrieval per-
formance; fine-tuned transformer architectures provide high-quality
(re-)ranking performance. In addition, these complex rerankers might
still be efficient in practice since there is no need to process a high
number of documents to improve ranking performance. Finally, our
error analysis shows the limitation of standard retrieval algorithms
when the inputs texts contain too many entities or do not cite those
entities directly.

6. Conclusions and future directions

In this paper, we addressed the problem of detecting previously
fact-checked information through a multi-stage ranking pipeline. We
have benchmarked state-of-the-art retriever and reranker models, con-
sidering also how the combination of standard information retrieval
algorithms and modern semantic models might improve the overall
performance. The experimental results prove that the integration of
standard term-based and neural-based retrievers is the most promising
direction to improve top-k document retrieval. In addition, stronger
transformer-based rerankers seem to be the most effective solution to
perform a high performance reranking due to the extensive knowledge
acquired during their pre-training process.

There are a number of avenues of future work that we would like to
explore. First, after having considered textual claims and documents,
we wonder whether multimodal data might improve performance,
i.e. tweets’ and articles’ images might be helpful in analyzing the
semantic relation between the input data and the verified claims. Si-
multaneously, we would like to explore the possibility to use knowledge
graph inference algorithms as first-stage retrievers. In addition, some
works should be devoted to collect a much larger dataset regarding
claims (and their corresponding verification documents) related to
different topics and from different sources. Finally, since the proposed
approaches are opaque with respect to the decisions they make during
top-k retrieval as well as during reranking, we would like to enhance
the interpretability of the system using explainable artificial intelli-
gence techniques in order to unveil the relations that models recognize

between the input claim and the verified information.
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