
 

 

JADT 2024 
Mots comptés, textes déchiffrés 

Tome 1 

 
Anne Dister et Dominique Longrée (éd.) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



 

 
 
 
 
 
 
 
 
 
 
 

 
 
© Presses universitaires de Louvain, 2024 
http://pul.uclouvain.be 
Dépôt légal : D/2024/9964/19 
ISBN : 978-2-39061-471-5 
ISBN pour la version numérique (pdf) : 978-2-39061-472-2 
Imprimé en Belgique par CIACO scrl – n° d'imprimeur : 106408a 
 
Tous droits de reproduction, d’adaptation ou de traduction, par quelque 
procédé que ce soit, réservés pour tous pays, sauf autorisation de 
l’éditeur ou de ses ayants droit. 
 
Couverture : Cédrick Fairon 
 
www.i6doc.com, l’édition universitaire en ligne 
 
Distribution : 
France – Librairie Wallonie-Bruxelles 
46 rue Quincampoix - 75004 Paris 
Tél. 33 1 42 71 58 03 
librairie.wb@orange.fr 
 
Belgique, Luxembourg et Pays-Bas – MDS Benelux 
Zoning de Martinrou 
Rue du Progrès 1  
6220 Fleurus, Belgique 
Tél. 32 71 60 05 20 
service.clients@mds-benelux.com 
 
Reste du monde – Diffusion universitaire CIACO (DUC) 
Grand-Rue, 2/14 
1348 Louvain-la-Neuve, Belgique 
Tél. 32 10 45 30 97 
duc@ciaco.com  



Mots comptés, textes déchiffrés 

Table des matières 
 

Damon Mayaffre 
L’ADN de l’ADT. Aux limites de l’interdisciplinarité  

17 

Ramon Alvarez Esteban, Monicá Bécue-Bertaut 
Comparison of latent semantic analysis and correspondence analysis as 
ordination methods in computational linguistics 

29 

Massimo Aria, Corrado Cuccurullo, Luca D’Aniello, Michelangelo 
Misuraca, Maria Spano 

Breaking Barriers with TALL: A Text Analysis Shiny app for All 

39 

Laura Aubry et Aylin Pamuksaç 
La presse sportive comme terrain d’étude pour les inégalités liées au genre : 
étude textométrique sur corpus 

49 

Yann Audin, Mathilde Verstraete, Dominic Forest, Marcello               
Vitali-Rosati 

Le projet Intelligence artificielle littéraire (IAL) : définir formellement le 
concept de variation au sein de l'Anthologie grecque ? 

59 

Alessandra Belfiore, Maria Spano, Corrado Cuccurullo, Walter 
Giordano 

Beyond Text: Unveiling Corporate Communication Strategies Through Textual 
Analysis of CEO Letters 

69 

Imen Ben Sassi, Hani Guenoune, Alexandre Bazin, Marianne Huchard, 
Mathieu Lafourcade, Jean Sallantin 

Dispositif d'apprentissage automatique collaboratif pour la pratique du débat 

79 

Yves Bestgen 
Diversité lexicale et longueur du texte en évaluation du langage 

89 

Samuel Boccara, Salma Mesmoudi, Jacques Dayan, Robin Quillivic 
Quantization of speech disorganization for PTSD and speech disorders 
detection 

99 

Baptiste Bohet, Nicole Vincent 
Analyse comparée et interprétation des résultats de trois classifications de 
textes littéraires 

109 

Clara Bordier, Matej Martinc, Marceau Hernandez, Senja Pollak, Gaël 
Lejeune 

Plongée dans le lexique du Conspirationnisme dans la presse nationale 
française 

119 

Aymeric Bouchereau, Jean-Marc Leblanc 
Vœux présidentiels : un rituel discursif à l’épreuve de l’Intelligence artificielle 

129 

Pierre Bourhis, Aaron Boussidan, Céline Fournial, Philippe Gambette 
Detecting semantic or structural similarities for theater play comparison 

139 

Thomas Buhler, Annabel Richeton 
Les discours des plans d’urbanisme au crible de la textométrie 
Retours réflexifs sur des travaux récents et perspectives d’analyses 
diachroniques multi-documentaires 
  

149 

9



Mots comptés, textes déchiffrés 

Jaya Caporusso, Nishan Chatterjee, Zoran Fijavž, Boshko Koloski, 
Matej Ulčar, Matej Martinc, Andreja Vezovnik, Marko Robnik-
Šikonja, Matthew Purver, Senja Pollak 

Analysing Bias in Slovenian News Media: A Computational Comparison Based 
on Readers’ Political Orientation 

159 

Jaya Caporusso, Boshko Koloski, Maša Rebernik, Senja Pollak, 
Matthew Purver 

A Phenomenologically-Inspired Computational Analysis of Self-Categories in 
Text  

169 

Elena Catanese, Luca Valentino, Giorgia Sacco 
A quantitative assessment of the impact of Valence Shifters and Emoji in 
lexicon for Italian Sentiment Analysis  

179 

Luigi Celardo, Michelangelo Misuraca, Maria Spano 
"See Naples, then dye": Spatial Categorisation of Tourist Attractions with 
Reviews' Sentiment Scores 

189 

Nishan Chatterjee, Veronika Bajt, Ana Zwitter Vitez, Senja Pollak 
The “Right” Discourse on Migration: Analysing Migration-Related Tweets in 
Right and Far-Right Political Movements 

199 

Sarah Chatti 
Le discours environnemental de la Banque mondiale à l’épreuve du temps 

209 

Xiyning Chen, Miroslav Kubát, Ján Mačutek 
Directions of Dependency Structures in the Czech National Corpus SYN2020: 
Application to Genre Classification 

219 

Rosario D’Agata, Gabriele Pocina 
The godfather ‘caught in net’. The social media story telling of Matteo Messina 
Denaro arrest 

229 

Luca D’Aniello, Massimo Aria, Corrado Cuccurullo, Michelangelo 
Misuraca, Maria Spano 

Extracting Knowledge from Scientific Literature with an Integrated Text 
Summarization Approach 

239 

Barbara Dattilo, Paolo Di Domenico, Mariangela Sabato, Sandro 
Stancampiano 

Integrating Social Media Insights with Official Statistics for Enhanced 
Cultural Heritage Management 

249 

Francesca della Ratta-Rinaldi, Daniele Di Nunzio  
La polarizzazione crescente nel mondo del lavoro italiano: risposte alla 
domanda aperta nell’Inchiesta nazionale su condizioni e aspettative di 
lavoratori e lavoratrici 

259 

Bruno Delprat, Martine Cadot, Alain Lelu 
Analyse textuelle de manuscrits mayas et égyptiens : apports d’un codage par 
n-grammes, et de représentations multidimensionnelles graduées 

269 

Sabri Derinöz 
Promouvoir ou dénoncer la diversité dans la presse belge francophone ? d’une 
solution à un problème (re)configuré 

279 

Sami Diaf 
Ambiguity in Central Banking Communication: A Strategic Vagueness Or A 
Pure Randomness?  

289 

10



   

Mots comptés, textes déchiffrés  

Sascha Diwersy, Hugo Dumoulin, Caroline Mellet, Cyrielle 
Montrichard, Frédérique Sitri 

La fac et son temps : Explorations textométriques d'un corpus diachronique de 
comptes rendus universitaires 

299 

Catherine Dominguès, Laurence Jolivet  
Analyse textométrique et spatialisée des Cahiers citoyens 

309 
 

Louis Escouflaire, Joanna Blochowiak, Liesbeth Degand, Marie-
Catherine de Marneffe 

Which connective fits best: ‘car’ or ‘parce que’?A challenge for both humans 
and LLMs 

319 

Louis Escouflaire, Antonin Descampe, Antoine Venant, Cédrick Fairon 
La subjectivité dans le journalisme québécois et belge : Transfert de 
connaissances inter-médias et inter-cultures 

329 

Antonella Fadda, Rémi Cardon, Natalia Grabar, Thomas François 
Approaching Semantic Text Similarity with Hybrid Methods: a Case Study on 
French 

339 

Matteo Farnè, Giulia Benelli 
Fake news language analysis and detection via a text mining approach  

349 

Nathan Festini, Christine Jeoffrion  
Analyse lexicométrique des supports de formation et d’accompagnement des 
managers et comparaison avec le référentiel de compétences managériales 
d’une grande collectivité territoriale française 

359 

Alessia Forciniti, Emma Zavarrone 
Mapping the digital disruption landscape: a bibliometric analysis unveiling 
trends and patterns in the era of technological transformation 

369 

Lyse Gathoye, Christophe Lejeune, Valentine Vanootighem 
Caractériser les souvenirs désavoués : apports respectifs des dictionnaires et 
des progressions thématiques 

379 

Sami Guembour, Catherine Dominguès 
Désambiguïsation des mots polysémiques de la ville dans des romans de 
science-fiction 

389 

Daniel Henkel 
Verbs of cognition in translation between English and French 

399 

Julie Humbert-Droz, Aurélie Picton 
Révéler l’expertise partagée par les patientes atteintes de diabète et 
d’endométriose : une analyse exploratoire de forums médicaux 

409 

Domenica Fioredistella Iezzi, Roberto Monte 
Building Deep-Learning Consumers' Sentiment Signals for Sales Forecasting: 
A Comparative Study 

419 

Elisa Ignazzi, Mariona Coll, Emiliano Del Gobbo, Berta Chulvi, Paolo 
Rosso, Lara Fontanella 

Characterizing Misogyny in Italian Online Discourse: Consensus and 
Disagreement in a New Dataset of Social Media Comments 

429 

Loïc Jeanson, Guillaume Guex, Aris Xanthos 
Lexical diversity measurement using subsample entropy: formalism and 
evaluation 

439 

11



Mots comptés, textes déchiffrés 

Patrick Juola, George Mikros, Lise Menn, Jean Berko Gleason, Nan 
Bernstein Ratner 

Pseudo-Psycholinguistic Behavior of Large Language Models 

449 

Sylvia Kasparian, Lucie Loubere 
Étude lexicométrique de la couverture médiatique des conflits du Haut 
Karabagh dans la presse française (2020-2023)  

459 

Margareta Kastberg, Corinne Rossari, Laura Aubry, Virginie Lethier, 
Cyrielle Montrichard 

Rendre compte des séances de conseils municipaux : analyse comparative de 
productions françaises et suisses 

473 

Imed Keraghel, Stanislas Morbieu, Mohamed Nadif 
Évaluation des plongements textuels des LLMs pour la classification non 
supervisée de documents 

483 

Mohamed Elamine Khoudour, Abdallah Benkadja, Ismaïl Biskri, 
Nadia Ghazzali 

Reconnaissance des caractères manuscrits au moyen d’approches hybrides 

493 

Marcel Kode, Martine Batt, Hélène Rousseau, Cédric Baumann, 
Stéphanie Bourion-Bedes 

Analyse textuelle des structures d’enchaînement associatif liées aux 
représentations sociales du confinement et déconfinement de 2020 dans la 
région Grand-Nancéienne française  

503 

Anaya Kumar, Anuragini Shirish, Jean Moscarola 
Comparative Analysis: Classical exploratory methods vs Generative AI in 
extracting value from user reviews 

513 

Revekka Kyriakoglou, Anna Pappa, Jilin He, Antoine Schoen, Patricia 
Laurens, Markarit Vartampetian, Philippe Laredo, Tita 
Kyriacopoulou 

Développement automatique de lexiques pour les concepts émergents : une 
exploration méthodologique 

523 

Stéphane Lamassé, Fabrice Issac 
Édition et analyse de textes mathématiques médiévaux 

533 

Valérie Lambert 
Analyse quantitative et qualitative de reformulations orales et écrites à partir 
d’un protocole mi-expérimental, mi-écologique 

543 

Ludovic Lebart 
Des outils pour décrire certains corpus de poèmes et de chansons : les arbres 
additifs simultanés 

553 

Marc Le Pouliquen, Olivier Greusard 
Analyse textuelle d’articles académiques traitant de la diversité au-delà du 
genre et de gouvernance d’entreprise 

563 

Lucie Loubere 
Analyse de groupes Facebook, comparatif lexicométrique des données de 
crowdtangle à celles accessibles par navigation 

573 

Véronique Magri, Laurent Vanni 
Détection automatique de marqueurs de registres littéraires profonds  

583 

 
 

 
 

12



   

Mots comptés, textes déchiffrés  

Pascal Marchand, Pierre Ratinaud 
Croiser ADT et NLP pour caractériser les commentaires en ligne et détecter 
les tendances complotistes : le cas des vaccins 

593 

Matej Martinc, Adelie Laruncet, Clara Bordier, Marceau Hernandez, 
Senja Pollak, Gaël Lejeune 

The Evolution of Bias in French News Media: How Does Political Orientation 
Affect Semantic Change?  

603 

Damon Mayaffre, Laurent Vanni 
Usages linguistiques des éléments supplémentaires dans l’Analyse factorielle 
des correspondances 

613 

Alessandro Meneghini, Arjuna Tuzzi 
Leaving no one behind? Embeddings-based topic modelling and LLMs to 
explore international cooperation projects implemented in Greece 

623 

Joanna Michalak 
Methodological Approaches to Sentiment Classification and their impact on 
Modelling the relationship between Twitter (X) and stock market 

633 

Andrea Micheletti, Nicola Orio, Elena Svalduz 
The Travel Diary of Giovanni da San Foca Semi-Automatic Analysis of Textual 
Data 

643 

Jean Moscarola 
Coupler Analyse de données textuelles et IA génératives pour « augmenter » le 
processus de recherche qualitative  

653 

Jean Moscarola, Zakari Chauhan 
Humain Contre Robot : Différencier l’expression des IA génératives de celle 
d’auteurs humains en utilisant l’Analyse de Données Textuelles 

663 

Michaela Nogolová, Ján Mačutek, Miroslav Kubát 
What can be heard in the Czech Parliament 

673 

Sandrine Ollinger, Denis Maurel 
Segmentation en phrases : ouvrez les guillemets sans perdre le fil 

683 

Martial Pastor, Nelleke Oostdijk, Martha Larson 
The Contribution of Coherence Relations to Understanding Paratactic Forms 
of Communication in Social Media Comment Sections 

693 

Bénédicte Pincemin 
Specificities and other applications of the Fisher’s exact test to textual data: 
What’s the matter with lexical frequencies? 

703 

Sophie Piron 
La masculinisation du français a-t-elle eu lieu ?         
Le cas des noms d’êtres humains dans la lexicographie du XVIe au début du 
XVIIIe siècle  

713 

Robin Quillivic, Charles Payet 
Semi-Structured Interview Analysis: A French NLP Approach for Social 
Sciences 

723 

Catherine Quiroga-Cortés, Jules Dilé-Toustou 
Classification hiérarchique descendante : de l’exploration thématique à la 
compréhension de l’évolution du traitement médiatique des « écologistes » 
  

733 

13



Mots comptés, textes déchiffrés 

Harry Ramadasse 
Le cas Michelin : 114 401 réponses, 2 963 563 mots 

743 

Pierre Ratinaud, Brigitte Sebbah 
Le dire ou l’écrire sur les réseaux sociaux numériques : comparaison des 
messages écrits et des messages audios sur la chaîne Telegram des gilets 
jaunes de Haute-Garonne 

753 

Wim Remysen, Myriam Paquet-Gauthier 
La variation graphique intratextuelle dans les imprimés québécois, 1800-1939  

763 

Riccardo Ricciardi, Nicolò Biasetton 
A language model to investigate the temporal transformation of semantics in 
the literature on Made in Italy  

773 

Ilaria Rodella, Andrea Sciandra, Arjuna Tuzzi 
Analysis of Marie Skłodowska-Curie Actions (MSCA) evaluations and models 
for predicting the success of proposals 

783 

Vincent Roose, Sophie André 
Les salles de consommation à moindre risque dans la presse francophone belge 
: analyse textométrique à l'aide du logiciel Iramuteq 

793 

Corinne Rossari, Laura Aubry, Chloé Tahar  
Assumer ou diluer les responsabilités énonciatives dans la diffusion du savoir 
encyclopédique 

803 

Jérémie Roux, Hani Guenoune, Mathieu Lafourcade, Richard Moot 
Explication de métaphores via la résolution d’analogies à l’aide d’un graphe 
de connaissances  

813 

Dario Sacco, Massimo Aria, Sara Moccia 
Decoding Disinformation: A Comprehensive Analysis of Fake News 

823 

Eva Schaeffer-Lacroix 
Adverbs as markers of women's objectification events in audio descriptions of 
English feature films 

833 

Linda Simon, Myriam Blanchin, Philippe Tessier, Véronique Sébille, 
Marianne Bourdon 

Définition et évolution de la qualité de vie des patients traumatisés crâniens et 
de leurs proches : Une étude qualitative exploratoire 

843 

Kaori Sugiyama, Patrick Drouin 
Analyse sociolinguistique outillée des débats parlementaires précédant la 
formulation du projet de loi 96 du gouvernement du Québec 

853 

Ludovic Tanguy, Cécile Fabre, Nabil Hathout, Lydia-Mai Ho-Dac 
Le sens de la famille : analyse du vocabulaire de la parenté par les 
plongements de mots  

863 

Ludovic Tanguy, Céline Poudat, Lydia-Mai Ho-Dac 
Message du troisième type : irruption d’un tiers dans un dialogue en ligne 

873 

Ameni Tlili 
Analyse lexicométrique du dire-écrire des jeunes Tunisiens sur Facebook 
avant, pendant et après la Révolution de 2011 

883 

Panos Tsimpoukis, Pierre Ratinaud, Nikos Smyrnaios 
Évolution des fréquences et des cooccurrences des entités nommées dans les 
discours de la presse sur l’intelligence artificielle (2012-2022) 

893 

14



   

Mots comptés, textes déchiffrés  

Gian Piero Turchi, Christian Moro, Tommaso Arcelli, Luisa Orrù  
A methodological proposal for evaluating productivity through textual 
analysis: results from a simulated working environment case study  

903 

Jeanne Vermeirsche, Eric SanJuan , Tania Jiménez , Christèle Lagier  
Analyse thématique comparative des discours politiques et de leur diffusion 
dans le Wikipédia francophone 

913 

Jinyuan Xu, Pierre Magistry, Mathieu Valette 
Détection des humeurs dépressives sur les réseaux sociaux chinois à partir 
d’une combinaison de plongements lexicaux et de méthodes textométriques 

923 

 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 

15



Mots comptés, textes déchiffrés 

Decoding Disinformation: A Comprehensive Analysis of 
Fake News 

Dario Sacco1, Massimo Aria2, Sara Moccia3 

1University of Naples Federico II – dario.sacco@unina.it 
2 University of Naples Federico II – massimo.aria@unina.it 
3 University of Naples Federico II – sara.moccia@unina.it 

Abstract 
In the contemporary digital landscape, the proliferation of inaccurate or manipulated news and information has 
attained a disconcerting magnitude. The dissemination of such misinformation has prompted an examination of 
causal elements, notably including the concept of citizen-limited rationality. This term denotes the cognitive 
constraints imposed by a dearth of information, cognitive limitations, and temporal constraints. This study is 
bifurcated into two primary objectives. Firstly, it aims to delineate the characteristics of fake news through 
statistical analysis. Secondly, it seeks to discern determinants influencing the propagation of misinformation 
regarding individuals' awareness of fake news. To accomplish these aims, a comprehensive two-step methodology 
was implemented. In the initial phase, unstructured texts were extracted from the web pages of prominent fact-
checking sites utilizing web scraping techniques for the investigation of fake news. The second phase involved the 
identification and measurement of determinants in the dissemination of misinformation through structural equation 
models. Employing a topic-modeling model, the investigation probed whether fake news exhibits recurrent 
associations of words forming distinct topics. The subsequent analysis delved into the domains and degrees of 
misinformation, elucidating factors contributing to its dissemination. Common topics within fake news served a 
dual purpose: firstly, to gauge a latent variable about the extent of misinformation, utilizing topics to chart 
recurring themes in fake news upon which respondents were invited to articulate their perspectives regarding 
veracity or falsity; and secondly, to scrutinize, via path analysis with partial least squares structural equation 
modeling estimation, the variables deemed determinants of the misinformation phenomenon. 

Keywords: Fake News, Disinformation, Fact-Cheking, Topic Modeling, PLS-SEM. 

1. Introduction 

In the vast landscape of issues surrounding communication, one phenomenon that emerges with 
particular relevance is fake news, which is the subject of in-depth study in the context of 
sustainable communication. The breadth of the field of responsible communication is well 
known (Wang et al., 2019), but here we focus on the study of false information, selecting it 
because of its pervasive spread and the significant impacts it generates. 
Analysis of this phenomenon reveals the presence of crucial causal factors, including the so-
called "bounded rationality" of citizens, a cognitive limitation brought about by limited 
information, cognitive, and time resources (Veltri, 2018; Piazza and Croce, 2019). Another 
relevant element discussed in the literature is "homophily" (Quattrociocchi and Vicini, 2016), 
a phenomenon whereby individuals tend to replicate and reinforce their behaviors through 
identification with similar individuals.  This produces a systematic vulnerability of evaluations: 
citizens may fall into errors of judgment as they select information based on what confirms 
their preexisting beliefs or what is considered reliable because it is supported by many people. 
The present study was carried out with a twofold analysis of misinformation: descriptive 
analysis of fake news and analysis of factors influencing the spread of misinformation. The 
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work was thus structured in two well-defined phases: the first phase focused on the extraction 
of text from sources performing fact-checking activities. This approach taken involved the 
systematic collection of unstructured data, focusing specifically on fact-checking articles, 
which following a rigorous process of verifying the facts stated and the data used within a given 
text attributable to fake news, an article is drafted that reports the headline and content of the 
fake news commented on by experts who have carried out the fact-checking activity. This 
method of analysis allowed Topic Modeling to be applied to identify the presence of recurring 
themes in fake news. The next stage involved the use of a survey to investigate the degree of 
misinformation, as well as the factors contributing to the spread of misinformation. Common 
topics identified in the topics were used to assess the degree of misinformation, inviting 
respondents to express opinions on the truthfulness or falsity of these topics. At the same time, 
these topics were coded to reflect specific themes that act as determinants of misinformation. 

2. Theoretical and social framework 

The research focuses on the analysis of a peculiar manifestation of disinformation, namely so-
called fake news, selected as an object of study in the broader context of sustainable 
communication. The notion of sustainability, which is wide in scope and applicability in 
numerous fields, is circumscribed here to the social sphere, with a specific focus on the domain 
of communication. For example, the UK document on "Sustainable Communities" (Odpm, 
2003) directly interrogates such highly relevant concepts as the quality of life, social inclusion 
and security, planning geared toward collective well-being, equality of opportunity, and 
ensuring quality services for the entire population. The sustainable communication discourse 
finds further enrichment in the work of Vinthagen (2013). His analysis is intertwined with our 
investigation of fake news, serving as a fundamental conceptual bridge between the dynamics 
of misinformation and broader issues of equity and social resilience. The elements of social 
crises of the present as polarization, increasing urban poverty, conflict, urban violence, and 
terrorism. Demands arise for the revision of traditional methods of sustainability, including 
sustainable forms of communication that not only inform but also promote accountability, 
equity, and resilience. Fake news poses a direct threat to these principles in that it can distort 
reality, create information inequalities, and undermine trust in communication but also 
governance systems that are essential to a democratic society. 
Studies by Beck (1992), Eizenberg and Jabareen (2017), and Jabareen (2015) highlight risk as 
a fundamental organizing principle in contemporary societies. Risk takes a prominent role in 
the concept of sustainability, which must be rethought to ensure the long-term security of 
human and nonhuman communities. Ziemann's (2007) definition of communication as the 
foundation of social organization and as the vehicle through which "the internal is externalized" 
becomes particularly pertinent. The communication process is not only a manifestation of 
individual consciousness, but also an expression of social attitudes, intentions, thoughts, and 
values. Sustainable communication, therefore, takes the form of a commitment to a critical 
consciousness regarding the problems and risks inherent in the relationships between humans 
and those with the environment, values, and social norms. With this in mind, the battle against 
fake news becomes an essential element of sustainable communication: fake news not only 
distorts reality and fuels social injustice, but also hinders the formation of a critical and 
informed collective consciousness about the real risks facing our societies.  
The works of Veltri G. (2018) and Wang et al., (2019) share a common interest in the dynamics 
of disinformation dissemination in social media and its implications on society. For Veltri, 
social media and the echo chamber phenomenon affect individuals' rationality, limiting their 
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ability to process reliable information. The digital environment fosters the formation of 
information bubbles in which fake news can proliferate undisturbed. Wang et al. focus on the 
specific context of health-related misinformation in social media, highlighting the potentially 
serious consequences that fake news can have on public health. Similar to Veltri, they identify 
the psychological characteristics of individuals and the dynamics of social networks as the main 
factors that facilitate the spread of misinformation. Both studies emphasize the importance of 
sustainable communication as an antidote to misinformation. In the context of fake news, 
sustainable communication involves enhancing the critical capacity of citizens and promoting 
accurate and verifiable information.  

3. Research Proposal and Methodology 

3.1. Research Proposal 

In today's context of the increasing prevalence of fake news, the need to understand and analyze 
the dynamics underlying its proliferation becomes imperative. To address these issues, the 
analysis was divided into two aspects: descriptive analysis of fake news (Jain and Kasbe, 2018) 
and analysis of the determinants in the dissemination of disinformation about the degree of 
knowledge of fake news. A combined two-step strategy was used to conduct these analyses: 1) 
concerning fake news, unstructured texts were extracted from web pages using fact-checking 
sites through the development of web scraping programs; 2) based on the topics extracted from 
the data analysis collected in step 1, the determinants in the dissemination of misinformation 
were studied and a survey was conducted by administering questionnaires. Facta.news database 
was used to extrapolate fact-ckeeping articles. Facta is a fact-checking site, that conducts timely 
verification of facts and sources, is a member of the International Fact-Checking Network 
(Ifcn), a signatory of its Code of Principles, and is a registered newspaper with the Court of 
Milan (No. 56 of March 8, 2021). Once the data were extracted and preprocessed, analysis was 
carried out by topic modeling. The objective was to determine the existence of patterns of 
frequently associated words that form distinct topics within fake news, following reference 
studies in the field (Englmeier, 2021; Hosseini et al., 2023; Choi and Ko, 2021). Topic modeling 
was selected as an analysis tool because of its ability to reveal the main themes present in large 
textual datasets. This methodology takes advantage of recent developments in information 
technology, enabling automatic or semiautomatic processing of texts to extract meaning from 
natural language. This approach is crucial for overcoming the limitations imposed by the lack 
of prior knowledge and the need for a significant time commitment that would be required by 
manual analysis. (Misuraca M. and Spano M., 2020). Next, the analysis continues through the 
use of a survey to investigate the areas and levels of misinformation and the factors that 
contribute to the spread of misinformation. The topics common to fake news were used for a 
twofold purpose: 1) to measure a latent variable related to the degree of misinformation; in this 
regard, topics will be used to map recurring trends in fake news on which respondents will be 
asked to express their opinions regarding the truthfulness or falsity of the same; and 2) to trace 
the topics back to a particular theme that reflects a specific determinant of misinformation itself. 
This step will be carried out Partial Least Squares Structural Equation Modeling (PLS-SEM) 
estimation algorithm (Ciavolino et al., 2022). 
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3.2. Methodology and work-flow 

3.2.1. Text collection and and preprocessing 

Information found on the Web comprises a diverse range of data, including quantitative and 
qualitative structural, semi-structural, and unstructured data. Such data manifest themselves in 
various forms, such as Web pages, HTML tables, Web databases, tweets, blog posts, and video 
content (Watson, 2014). The acquisition and organization of this type of data, with an emphasis 
on text, was accomplished through the use of a web scraping program implemented through the 
Python programming language. To perform the web scraping operation, two specific libraries 
were adopted, namely "BeautifulSoup" and "selenium”. The fact-checking articles included in 
the dataset were selected based on a period between December 1, 2020 and December 1, 2023. 
The selection of these articles was conducted by considering their subject matter, with a 
particular preference for topical issues. Subsequently, the following were excluded from the 
dataset: duplicate articles, articles containing only commentary, and articles that incorporated 
misleading or fraudulent information. 

The process began by collecting 1450 fake articles through web scraping techniques. The first 
step, related to the pretreatment of the collected texts, was based on a Text Normalization 
process, which involved the removal of elements such as URLs, emoji, IP addresses, numbers, 
and dates. Next, the text was subjected to an annotation process that included, tokenization, 
lemmatization, and tagging to universal parts of speech (UPOS). This annotation was 
accomplished through the use of pre-trained models derived from Universal Dependencies 
(Straka M. and Straková J., 2017). The programming language R was used to perform these 
operations with the help of the libraries "Udpipe", "tidyverse", and "tall". 
The lemmatized dataset presented a total of 674,478 rows, corresponding to the number of 
tokens in the texts. The next step involved studying the distribution of conditional lemmas 
concerning UPOS, focusing particularly on ADJ, PROPN, NOUN, and VERB. At this stage, a 
customized stopword list was developed. Multi-words (n-grams) were created and only the 
UPOSs of interest, namely ADJ, PROPN, NOUN, VERB, and the Multi-Worlds, were 
dissected. Unwanted words were removed through the use of the previously created stop words 
list, while hapaxes, i.e., terms present only once in the corpus, were removed. This process 
produced a dataset consisting of 158,419 rows.  

3.2.2. Topic Modeling  

We used the Latent Dirichlet Allocation (LDA) model to identify topics. In the field of NLP 
and under the "bag-of-words" assumption, LDA is a generative probabilistic topic model 
proposed by Blei et al (2003), aiming to uncover latent topics within a collection of documents. 
LDA views documents as mixtures of topics, with each topic represented as a distribution over 
a fixed vocabulary. The model employs conjugate Dirichlet priors to generate topic and 
document distributions, where each document is characterized by topic proportions and each 
topic by word distributions.  
The optimal number of Topics for LDA analysis was determined using two different approaches 
developed by Cao et al. (2009) and Deveaud et al. (2014) Figure 2, respectively.  Following the 
method proposed by Cao et al. (2009), the optimal number of topics is selected by minimizing 
the average cosine similarity between topics, while the metric of Deveaud et al. (2014), by 
maximizing the average distance between topic distribution pairs estimated by LDA. 
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3.2.3. Path-Analysis using PLS-SEM  

After careful topic analysis and study, ten fake news items were selected using the highest theta 
parameters (θ; document topic distributions) of the LDA model, finalized to a battery of items 
to be submitted in the interview. Among these fake news items was a particular statement that 
constituted the false part. Seven of these statements were submitted to the respondents as 
selected. For the remaining three, the corresponding true news item was entered. The 
identification of the true news was possible because many fake news stories are based on events 
that happened. Both real news and fake news were submitted to the respondents to keep the 
reader’s concentration high. The ten selected news items were used as a battery of items to 
measure a latent variable designed to gauge the degree of misinformation among survey 
participants. These items were coded using a six-level scaling method (1 to 6) in which 
participants made a judgment about the truthfulness or falsity of the information. With a label 
of 1, participants considered the published news completely false, while with a value of 6, they 
believed it to be true. An even-step scale was adopted, excluding the middle step representing 
neutrality, to obtain a polarized opinion from the participants. 
Accordingly, a pilot survey was conducted by administering a questionnaire to a sample of 
students at Federico II University, with a request to distribute the questionnaire further, given 
the limited time for the survey. A total of 235 questionnaires were collected. In addition to the 
construct related to misinformation, seven causal relationships believed to be determinants of 
misinformation were hypothesized. The variables are “Status Quo,” “Altruism,” “Information 
Sharing,” “News Overload,” “Passive Information,” “Vaccine Information,” and “Social Media 
Information.” The constructs and questionnaires are validated in the literature (Apuke O. D. 
and Omar B. 2021); Sterie, L. G., et al., 2023). The choice to use the construct “Vaccine 
Information” is due to the vast majority of fake news in the social health field. These variables 
take the role of exogenous in the PLS-SEM model and were assessed through a five-step item 
battery. The variable “Disinformation” is considered an endogenous variable in the model. The 
PLS-SEM estimation algorithm produced the following results, which are shown in the table 
along with the respective significance estimated by bootstrapping. 

4. Text analysis   

The word cloud (Figure 1) was generated using the extracted lemmas, allowing for a concise 
and representative visualization of the main concepts present in the analyzed corpus.  

 
Figure 1: World Cloud of Fake News 
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4.1. Topic Modeling resoults 

 

Figure 2: K Choice using Cao-Juan and Daveaud metrics. 

By increasing the lemma number, the two metrics suggested using a topic number between 14 
and 16. We evaluated the various topics described by the topics and opted for a lemma number 
of 150 and a topic number of 5. In general, a topic model with an excessive number of topics 
will have many overlaps and words or synonyms within a topic, making it difficult to 
distinguish between different topics or concepts. The choice of setting K equal to 5 was also 
derived from two reasons, the first related to the purpose of the research, to search for macro-
topics that fake news deals with, and the second related to the lexical complexity of the texts, 
which by observing the Types/Tokens Ratio (TTR) index equal to 12.75 we observe that the 
texts use a relatively small number of terms. 
The following extracted Topics are given.  
Topic 1 (Figure 3) appears to cover topics related to politics and public order, with a focus on 
events involving public figures and government institutions. Related articles on the topic 
discuss various events involving political figures and government institutions, including 
controversial arrests by police, protests at public events involving politicians such as Mario 
Draghi, and false or unsubstantiated news stories regarding alleged misconduct by politicians 
such as Nancy Pelosi and Ursula von der Leyen. In addition, the salaries of senior public 
officials are discussed, and political protests and activism are also discussed, with instances of 
demonstrations against institutions such as the European Central Bank, highlighting the role of 
opposition and criticism in the area of economic and financial policies. We define this topic as 
"Chronicle and Politics". 
Topic 2 (Figure 4) includes a range of topics revolving around issues affecting Italy and 
international policy contexts, with a focus on public health, the food industry, international 
organizations, and social issues. In the articles related to it, there are discussions regarding 
authorizations by the Italian Ministry of Health. There are references regarding Italian 
companies and alleged collaborations with the government. Food additives are discussed, with 
misleading information regarding their dangerousness and regulation in Europe, with reference 
also to the McDonald's fast food chain. Food flavorings, citric acid, and food in general are 
discussed. Much mention is also made of WHO (World Health Organization) and its president 
Tedros Adhanom Ghebreyesus. 
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Figure 3: Topic 1                                                          Figure 4: Topic 2 

 
Figure 5: Topic 3                             Figure 6: Topic 4                            Figure 7: Topic 5 

Other topics are about Italy and the prices of many products in national and international 
markets. We define this topic as "Institutions, Agreements, Government and Markets". 
Topic 3 (Figure 5) seems to focus mainly on the topic of COVID-19 vaccination and related 
issues. The role of physicians and the health care system in the administration of Pfizer and 
mRNA vaccines is discussed, with attention to potential risks and adverse effects related to 
them. This is a topic that relates directly to the management of the coronavirus pandemic, with 
an analysis of diseases caused by the virus. In addition, there appears to be a focus on the safety 
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and efficacy of vaccines, as well as the evaluation of cases of infection and patients who develop 
serious complications following vaccine administration. This topic reflects the relevance and 
topicality of the discussion on anti-Covid vaccines, fueling the complexity of the issues 
involved and marking the risks associated with it. We term this topic "Vaccine and Covid 19." 
Topic 4 (Figure 6) seems to focus on data analysis of adverse health and environmental effects. 
Reports circulate related to deaths and vaccination with a range of related factors. Italian 
hospitals and data inherent in deaths are mentioned. Climate change is also mentioned as a 
possible influential variable of health and environmental risk. In addition, reference is made to 
the role of scientific journals in providing data and conclusions on this topic. The topic suggests 
the importance of understanding the complex interactions between vaccination, public health, 
environmental factors, and other elements to draw meaningful conclusions about mortality 
dynamics. Of course, fake news stories about adverse effects and deaths leave a lot of room for 
vaccine-related fake news.  Let us call such a topic "Adverse Effects." 
Topic 5 (Figure 7) appears to be about several elements related to a geopolitical situation 
involving Ukraine, the United States, and Russia, with a focus on military involvement and 
international tensions. Ukraine is mentioned along with the United States and Russia, 
highlighting the complexity of relations between them. Children are also mentioned, which 
would emphasize facts and situations arising from the conflict. The term "artificial" refers to 
technologies used in the context of war and related agreements between these conflicting 
countries. The mention of flags, wars, and attacks suggests an environment of tension and 
conflict. The presence of "Israel" indicates the underscoring of news proliferation concerning 
world conflicts. In summary, topic 5 seems to focus on conflict dynamics, international politics, 
and security, with particular reference to Ukraine, the United States, and Russia. We call this 
topic "Geopolitical Conflicts". 

 5. PLS – SEM resoult 

Exogenous Variables   
Endogenous  

Variable   
Bootstrap 
Mean 

Bootstrap 
SD T Stat. P-value 2,5% CI 97,5% CI 

Status quo     disinformation    0,134 0,087 1,529 0,0638 -0,038 0,317 

Altruism  disinformation  -0.025 0,082 -0,524 0,3005 -0,175 0,153 

Information sharing  disinformation  -0,059 0,088 -0,73 0,233 -0,2229 0,105 

News overload  disinformation  0,165*** 0,053 2,598 0,005 0,065 0,265 

Passive information  disinformation  0,134** 0,074 1,821 0,035 -0,017 0,274 

Social media  disinformation  0,291*** 0,095 3.251 0,0007 0,098 0,462 

vaccines   disinformation   -0,116** 0,058 -1,687 0,0464 -0,23 -0,007 

Table 1:PLS-SEM model (*** indicates a 1% level of statistical significance, while ** indicates a 5% 
level of significance) 

6. Discussion  

The topic analysis showed that fake news constitutes a pervasive and insidious phenomenon, 
likely to affect a wide range of topics. Although it was possible to identify macro-topics related 
to the disinformation produced, the diversification of articles producing the topics appears to 
be extremely broad, with some news stories so subtly distorted from reality that it is difficult to 
discern veracity without careful verification. In political and public policy contexts, false 
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information can be used to spread non-truths about public figures and government institutions 
to damage their reputations or influence public opinion about specific political events. In the 
field of public health and the food industry, fake news can be conveyed to disseminate 
misinformation about health risks associated with certain foods and chemicals or to generate 
confusion about government policies, such as on nutrition, or the regulation of markets. This 
phenomenon may interfere with the market, changing expectations, or with the opinions of 
those exposed. Relative to anti-COVID vaccination, false information can fuel misinformation, 
raising doubts about their safety and efficacy and consequently contributing to the spread of 
conspiracy theories and vaccine rejection. In the context of adverse health and environmental 
effects, fake news can be exploited to generate panic or mistrust related to alleged risks 
associated with certain health claims or certain environmental phenomena. Finally, in the 
context of geopolitical conflicts, fake news can be employed to manipulate national and 
international public opinion by supporting specific political narratives or justifying military 
actions. In sum, fake news poses a threat to democracy and social welfare because it undermines 
trust in information and fact-based public debate. It is essential to promote greater critical 
awareness and improve media literacy skills to increase citizen empowerment and limit the 
harmful effect of false information on society.  
The results of the PLS-SEM model show that being subjected to information overload from 
different and varied sources, passively receiving information, and being informed on platforms 
such as social media have a positive impact on misinformation.  Thus, those who rely on social 
media or are exposed to an excessive amount of information, even passively, from various 
sources are more likely to be misinformed. In particular, social media is associated with the 
virality of unverified news and the manipulation of information, thus contributing to a distorted 
perception of facts. Information overload, on the other hand, generates cognitive overload that 
hinders the ability to process information critically, leading individuals to confusion.  
Addressing this phenomenon requires a combination of factors such as individual education, 
regulation of digital platforms, and collective efforts to promote a culture of verification and 
critical thinking. Information regarding vaccines, contrary to expectations, hurts 
misinformation, as it enables users to recognize the importance and benefits of prevention.   
Just as correct information enables citizens to orient themselves toward choices that are 
supported by scientific evidence and therefore safe, in the same way, techniques for biasing 
certain factors that are generative of explanatory constructs of the phenomenon allow the 
advantage of a reliable reading of reality for both planning and promoting virtuous behaviors 
that adhere to the most evident social needs. 
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