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Preface

The development of large-scale data analysis and statistical learning methods for data science is
gaining more and more interest, not only among statisticians, but also among computer scientists,
mathematicians, computational physicists, economists, and, in general, all experts in different fields
of knowledge who are interested in extracting insight from data. Cross-fertilization between the
different scientific communities is becoming crucial for progressing and developing new methods
and tools in data science. In this respect, the Statistics & Data Science group of the Italian Statistical
Society has organized its 3rd international conference held in Palermo on the 11st and 12nd of April
2024, attended by over 100 researchers from different scientific fields. A collection of the presented
papers is available in the present Proceedings showing a huge variety of approaches, methods, and
data-driven problems, always tackled according to a rigorous and robust scientific paradigm.

The Statistics & Data Science group

Palermo, April 11st and 12th, 2023
Antonella Plaia - Leonardo Egidi - Antonino Abbruzzo

Editors





EmurStat: a digital tool for statistical analysis of
emur flow

Simone Paesano, Maria Gabriella Grassia, Marina Marino, Dario Sacco, Rocco
Mazza

Abstract New Public Management (NPM) emphasizes the use of market-based
techniques to improve efficiency and effectiveness in public service delivery. This
approach seeks to promote accountability and performance measurement. Key per-
formance indicators describe the performance of processes that characterize a spe-
cific workflow. One of the concepts that has emerged in the last decade is Preci-
sion Public Health, which integrates traditional determinants of health with new
approaches such as data science and health economics. Moreover, visualizations
help to understand social determinants of health and public health indicators. This
paper aims to present a useful application for data visualization, processing, and
analysis for understanding and evaluating the performance of services provided by
emergency rooms, through the lunge on a specific case.

Key words: Data visualization, Emergency room.
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1 Introduction

The New Public Management (NPM) represents a managerial approach applied in
government agencies at both local and national levels to enhance the efficiency and
effectiveness of public service organizations. Essentially, NPM entails the incor-
poration of principles and practices from the private sector into the public sector
(Gomes & Mendes, 2022). Pollitt’s taxonomy (1997) delineates eight interrelated
components that encapsulate the objectives of NPM: cost reduction, budget con-
straints, transparent resource allocation, organizational disaggregation into separate
agencies, decentralization of management authority within public agencies, sepa-
ration of service provision from procurement, introduction of market-like mech-
anisms, and implementation of performance management incorporating goals, in-
dicators, and results. NPM also advocates a shift in public employment practices,
moving from tenure-based, nationally standardized pay and conditions to group con-
tracts, performance-related pay, and local determination of pay and working condi-
tions. The implementation of New Public Management (NPM) in healthcare has led
to a significant emphasis on digitization processes and measurement of Key Perfor-
mance Indicators (KPIs) (McGee-Lennon et al., 2017). There has been a growing
momentum in digital health initiatives, with a focus on integrating digital technolo-
gies to improve health care delivery and improve patient outcomes (McGee-Lennon
et al., 2017). Longitudinal qualitative evaluations have emphasized the importance
of normalization process theory (NPT) and a comprehensive approach to framework
analysis in assessing preparedness to deliver digital health care at scale (McGee-
Lennon et al., 2017). In addition, the governance of digital transformation in health
services has been recognized as a critical issue that requires in-depth evaluation and
monitoring (Barros et al., 2019). In addition, the role of KPIs in digital health has
been highlighted, with a call for the development of digital public health interven-
tions and an assessment of the current state of knowledge in digital health from a
management perspective (Wienert et al., 2022). This reflects a growing recognition
of the need for robust measurement tools and frameworks to assess the impact and
effectiveness of digital health initiatives. In addition, ethical issues related to digital
health, such as the development of digital twins for personalized health services,
have emerged, underscoring the complexities and considerations involved in the
digitization of health services (Huang et al., 2022). In conclusion, the application
of NPM in healthcare, particularly in the context of digitization processes and the
importance of KPIs, is a multifaceted and evolving area. It requires a comprehensive
understanding of preparedness, governance, ethical considerations, and the develop-
ment of measurement tools to ensure the proper implementation and maintenance
of digital health initiatives.
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2 The guidelines on which the application is based.

The guidelines described by the Italian Ministry of Health can be considered as
benchmarks for medical conduct (Mendogni et al., 2019). These guidelines have
been instrumental in shaping various aspects of healthcare practices, including re-
habilitation activities, pain management, clinical practice, and public health inter-
ventions. The Italian Ministry of Health has been actively involved in supporting
projects, issuing national recommendations, and developing safety protocols based
on these guidelines (Vitale et al., 2022). Specifically, this application was developed
on three guidelines produced by the Ministry of Health, in the social health field with
a focus on emergency room management. These are the national guidelines on intra-
hospital triage; national guidelines on short intensive observation - obi and national
guidelines on the development of the overcrowding management plan in emergency
rooms. In addition, a session dedicated exclusively to socio-demographic analysis
was produced. Before proceeding, it is beneficial to provide a brief definition of
the focus of these guidelines. Triage is the initial point of reception for individuals
arriving at the Emergency Department. The purpose of Triage is to oversee the man-
agement of all individuals accessing the Emergency Department, with particular at-
tention to those in critical conditions. This involves assessing data and clinical indi-
cators that characterize situations of risk, complications, and/or undesirable effects
of ongoing treatments. This evaluation is conducted through clinical observation,
the utilization of suitable scales/instruments, and appropriate monitoring systems.
Triage services must be consistently available on a 24-hour basis.

2.1 Triage

Triage, is the initial point of reception for individuals arriving at the Emergency
Department. The purpose of Triage is to oversee the management of all individu-
als accessing the Emergency Department, with particular attention to those in criti-
cal conditions. This involves assessing data and clinical indicators that characterize
situations of risk, complications, and/or undesirable effects of ongoing treatments.
This evaluation is conducted through clinical observation, the utilization of suit-
able scales/instruments, and appropriate monitoring systems. Triage services must
be consistently available on a 24-hour basis. From a methodological standpoint, the
Triage process unfolds in four phases: 1) Immediate Assessment Phase (at the en-
trance): This involves a swift observation of the individual’s general appearance to
identify those with care needs requiring immediate intervention. 2) Subjective and
Objective Assessment Phase: a. Subjective assessment: Conducted through targeted
interviews (focused medical history). b. Objective assessment: Carried out through
the observation of clinical signs, vital parameter measurements, and analysis of
available clinical documentation. 3) Triage Decision Phase: This entails assigning
a priority code, implementing necessary care measures, and potentially activating
diagnostic and therapeutic pathways. 4) Reassessment Phase: This phase involves
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confirming or modifying the assigned priority code for patients in waiting, ensur-
ing ongoing accuracy in the prioritization of cases. The statistical analyses included
within the application are based on these methodological principles. The dimensions
considered by the application are as follows: Mode of arrival; Absolute frequen-
cies triage Igresso; Appropriateness triage code; Appropriateness intake times by
triage code; Average waiting time and standard deviation grouped by code; Appro-
priateness by emergency department permanent times; Absolute frequencies type
of trauma; Diagnosis code; Outcome pathway in emergency department (including
patients in OBI).

2.2 Obi

Observation and Brief Intervention (OBI) is a management modality for emergency
patients presenting with acute clinical conditions that are either high critical but
low developmental risk, or low critical but with potential developmental risk. These
cases have a high probability of reversibility and require an urgent and nondeferrable
diagnostic and therapeutic process that cannot be managed in alternative healthcare
settings. OBI is distinguished by its high intensity of care, involving significant med-
ical and nursing staff commitment, diagnostic investigations, clinical monitoring,
and strategic therapeutic planning, and is administered within a specifically defined
and restricted time frame. Its goal is to ascertain the most appropriate level of care.
The functions of the OBI include: - Clinical observation - Provision of short-term
therapy for moderately complex conditions - Facilitation of diagnostic and thera-
peutic insights aimed at appropriate admission or discharge. The expected conse-
quences are improved appropriateness of hospital admissions and safer discharge of
patients from the emergency department. The three dimensions considered by the
application are as follows: (i) Need for route in OBI. (ii) Appropriateness of OBI
length of stay. (iii) Average time of admission to OBI and Standard deviation.

2.3 Overcrowding management plan in emergency rooms

Regarding these guidelines, the focus is on the concept of overcrowding, which
serves as a reference for the other two discussed guidelines. Specifically, overcrowd-
ing is the situation where the normal functioning of Emergency Departments is con-
strained by the imbalance between healthcare demand (number of patients waiting
and in care) and available logistical, instrumental, and professional resources. When
overcrowding is persistent, it is generally due to the under-sizing of Emergency De-
partments about actual access, stemming from a real lack of structural, technologi-
cal, human, and/or organizational resources. In this direction, the application shows
a general data section where the total number of patients present within the emer-
gency department in a single day is calculated.
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3 Application workflow

Fig. 1 Work flow apllication

Data mining, processing, and analysis play a key role in understanding and eval-
uating the performance of health services. These actions help discern patterns and
trends and provide support for clinical and managerial decision-making (Vitale et
al., 2022). This technical exposition outlines the complexities of the process of ex-
tracting and transforming health data. The main programming languages used are
Python and R, while the database on which the application relies is MySQL. We
used the Python programming language to facilitate the implementation of the data
extraction process. This language boasts specialized libraries for adept data acquisi-
tion and processing, enabling access to diverse data sources such as CSV files, APIs,
or databases. In healthcare, data extraction sources encompass electronic records,
hospital management systems, and other health information systems. The specific
case involves the extraction of files from Elipse based on The Urgent Emergency
Information Flow (also called, Emur Flow), formatted as table format. After extrac-
tion, the data undergoes a series of transformations through Python. These encom-
pass data cleaning, aggregation, and the generation of new variables. These opera-
tions are crucial for priming the data for subsequent analyses, ensuring consistency
and quality. Following transformations, the data is securely stored in the MySQL
database. Renowned for its scalability and performance, MySQL serves as a rela-
tional database management system, facilitating structured data retention and facile
access for subsequent analyses. More intricate transformations, such as statistical
analyses, are executed using the R programming language. R, widely acknowledged
in statistics and data analysis, offers an array of specialized packages and function-
alities. A monthly recall function, developed using Windows Scheduler, ensures the
automatic loading of data into the MySQL Database.

4 Conclusion

The extraction and processing of healthcare data through Python, R, and MySQL
yield indispensable insights for healthcare management and performance monitor-
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ing. These tools enable the analysis of diverse healthcare datasets, contributing to
a comprehensive understanding of healthcare systems and patient pathways. More-
over, the incorporation of standardized guidelines, particularly those from the Min-
istry of Health, safeguards the precision and consistency of statistical analyses (Mu-
lugeta et al., 2019). By adhering to established guidelines, healthcare data analysts
ensure the reliability and validity of their findings, thereby enhancing the quality of
healthcare data analysis. Furthermore, the development of interactive dashboards fa-
cilitates effective data visualization, streamlining the understanding and interpreta-
tion of results (Radbron et al., 2021). Interactive dashboards provide a user-friendly
interface for healthcare professionals and decision-makers to explore and compre-
hend complex healthcare data, thereby supporting informed decision-making and
strategic planning. This integrative approach advances comprehension of the health-
care system, identifies avenues for enhancement, and buttresses data-driven deci-
sions to uphold the quality and efficacy of healthcare services (Coates Mickan,
2020). In conclusion, the utilization of Data science tools for healthcare data analy-
sis, in conjunction with adherence to standardized guidelines and the development
of interactive dashboards, represents a comprehensive and robust approach to ad-
vancing healthcare management and performance monitoring.
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