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Abstract Several simulation models have demonstrated how University of Naples Federico IT

flocking behavior emerges from the interaction among individuals
that react to the relative orientation of their neighbors based on Laboratory “Orazio Miglino”
simple rules. However, the precise nature of these rules and the
relationship between the characteristics of the rules and the efficacy
of the resulting collective behavior are unknown. In this article, we
analyze the effect of the strength with which individuals react to the
orientation of neighbors located in different sectors of their visual
fields and the benefit that could be obtained by using control rules
that are more elaborate than those normally used. Our results
d.emonstrate. that considerin.g only neighbgrs located on t.he frontal Behayi6PilNespflocking,

side of the visual field permits an increase in the aggregation level of self-organization, autonomous agents,
the swarm. Using more complex rules and/or additional sensory o - Reehfior

information does not lead to better performance.
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I Introduction

Collective behaviors exhibited by bitd-flocks; fish schools, and mammal herds are paradigmatic ex-
amples of self-organizing phenomenadn which the global pattern emerges from the local interaction
between individuals with no need forrexternal stimuli. The collective behavior exhibited by these
species is also robust to envitonmental perturbations and predator attacks. For these reasons, the
study of these phenomena‘is relevant not only for ethology and evolutionary biology but also for
social sciences androbotics.

The models proposed so far demonstrate that flocking behavior emerges from the interaction
among multiple agents that simply steer toward the relative direction of their neighbors (Ginelli
& Chaté, 2010; Gregoire et al., 2003; Reynolds, 1987; Vicsek et al., 1995). However, the precise
nature of these steering rules and the relation between the detailed characteristics of the rules and
the efficacy of the resulting collective behavior have not yet been analyzed in detail.

In this study, we analyze the effect of the strength with which individuals react to neighbors
located in different sectors of their visual fields. Moreover, we analyze the potential benefit of
more complex control rules that include nonlinearities, elaborate sensory information into internal
states, and regulate steering based on the relative distance of neighbors. This is realized by evolving
the parameters that determine the behavior of agents through an evolutionary algorithm and by
carrying out multiple experiments in which we systematically vary the information available in the
observation vector of agents and the architecture of the agents’ controller.

Our results demonstrate that the utility of the information provided by neighbors located in the
frontal sectors is greater than that of the neighbors located in the lateral sectors. Moreover, our
results demonstrate that a more compact control strategy that relies on the neighbors located in the
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frontal sectors only, and eventually on a single neighbor located frontally, outperforms the standard
model that also relies on the information provided by neighbors located on the lateral sectors.
Finally, the analysis of experiments performed with neural controllers that are computationally more
powerful than the standard model indicates that the additional capabilities do not permit better
performance and are thus unnecessary.

After reviewing related research in the following section, we describe our experimental setting
in section 3. We present our results in section 4 and discuss the implications of our findings in
section 5.

2 Relation to the State of the Art

Several models of collective motion have been investigated in previous works. In this article, we
focus on self-propelled particle methods that were successfully used to model detailed aspects of
natural collective behavior (Ginelli & Chaté, 2010; Gregoire et al., 2003; Vicsek et al., 1995). In these
methods, the agents are represented by point-like particles that move synchronously, and collisions
are not simulated. The agents modify their direction of motion to align with nearby agents and
eventually to escape predators. For examples of models in which the behavior of the agents is also
influenced by separation and cohesion rules, see Reynolds (1987) and'Gtregoire et al. (2003).

In their seminal paper, Couzin et al. (2002) demonstrated that azmodel of this kind can generate
four classes of collective behaviors observed in natural species:(a) swarm behavior, characterized by
good aggregation combined with a low level of polarization (parallel alighment); (b) torus behavior,
in which the agents perpetually rotate around an empty coté; (c) dynamic parallel group behavior,
in which the group is much more mobile compared.to the previous case; and (d) highly parallel
group behavior, in which the group self-organizes/intota highly aligned arrangement. The model
also accounts for rapid transitions between these.four types of behavior and the instability of inter-
mediate behavioral types. Indeed, it demonstrates-that the transition between behaviors of different
types can be triggered by minor variations of the-parameters that regulate the interaction among
individuals. Couzin et al. (2002) also demonstrated that differences in speeds and turning rates of
individuals, possibly caused by different:motivation strengths, influence the positions occupied by
the agents in the group. This produces an implicit sorting of individuals in which agents with high,
medium, and low speed and/ot turning'tates are located at the front, centet, and rear of the swarm,
respectively. In other words, the individuals assume different relative positions even if they are
unable to detect their positions.in the swarm.

Moreover, coordinated behavior in which individuals align with other nearby individuals permits
minimizing collisions, facilitating the movement of the group, and transferring information among
individuals implicitly. Indeed, the tendency to align permits transferring the information sensed by
an individual that detects an obstacle to nearby individuals, which react accordingly (Couzin et al.,
2002).

By analyzing the 3-D positions of individual birds during flocking behavior, Ballerini et al. (2008)
demonstrated that interactions among birds depend not on the metric distance but rather on the
topological distance. In other words, the birds vary their behavior based not on the position and
direction of neighbors located within a maximum distance but rather on the six to seven neighbors
that are closest within different sectors of their visual fields. Such a topological strategy is compatible
with the lack of information caused by visual occlusion and is more effective than the metric strategy.
Indeed, simulation studies comparing metric and topological strategies demonstrate that the latter
lead to behaviors that are more robust to perturbations and scale better to variations in the density
of individuals (Ballerini et al., 2008; Camperi et al., 2012).

The fact that birds consider only six to seven conspecifics seems to be due not to cognitive
limitations of agents (Ballerini et al., 2008) but rather to functional reasons. Indeed, simulation
studies show that the optimal number of conspecifics is three to five for 2-D settings and six to
seven for 3-D settings (Inada & Kawachi, 2002; Tegeder & Krause, 1995).
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On the other hand, the detailed characteristics of the rules that regulate the interactions among
individuals are unknown. Current models implicitly assume that the relation between the steering
response of individuals and the relative orientation of neighbors is linear, that the impact of the
relative orientation of neighbors should be the same regardless of their relative positions, and that
the orientation of neighbors is the only information that matters. In this work, we investigate the
validity of these implicit assumptions by varying these characteristics and analyzing the control
strategies optimized through an evolutionary algorithm. Our results indicate that focusing only on
the closest neighbors located in a subset of visual sectors leads to significantly better performance
and that information provided by frontal sectors is more useful than information provided by lateral
sectors. Finally, our results indicate that availability of nonlinear rules and distance information does
not provide an advantage; that is, the relative orientation of neighbors is the only information that
matters.

Several works used artificial evolution to study selective pressure promoting the evolution of
aggregating behaviors (Biswas et al., 2014; Demsar et al., 2015; Demsar et al., 2016; Kunz et al.,
2006; Olson et al., 2013; Olson et al., 2015; Olson et al., 2016; Tosh, 2011; Wood & Ackland,
2007). Other works carried out evolutionary experiments to analyze the impact of the number
of neighbors considered (Morrell et al., 2015), to study the evolution of laterally expanded visual
perception (Wood & Ackland, 2007), and to model collective perception (Van Diggelen et al., 2022).
As mentioned, instead, we use artificial evolution to study the role of the trules determining how
agents react to their neighbors.

3 Method

To investigate the role of control rules that regulate interactions among individuals, we carried out
several sets of experiments in which we compared the performance and behavior of individuals
provided with manually designed and evolved controllers. The swarms considered are composed of
512 homogenecous individuals located in a:2-D toroidal arena of 1,000 x 1,000 m that contains a
predator. The individuals’ goal is to survive the predator.

At the beginning of each episode, we initialize the initial position and orientation of individuals
and the predator randomly with a uniformudistribution within the 1,000 x 1,000 m area and within
[—pi, pi], respectively. The velocity-of individuals and the predator is set to 5 m/s and 6 m/s,
respectively. The visual field of individuals has a total amplitude of 270° and is divided into seven
sectors of 38.57° each. The topological neighbors influencing the behavior of each agent correspond
to the closest individualslocatedwithin each sector, if any. Consequently, each individual determines
its action based on the relative orientation of up to seven neighbors. To account for the fact that
the perception view ofiindividuals is limited, we exclude individuals located at a distance greater
than 100 m (see Figure1). We will refer to the individuals selected with the term Zgpological® neighbors
to clarify that they exclude individuals that are outside the view range and to stress that the way
in which we select them differs slightly from the way in which they are identified in Ballerini et al.
(2008) and Camperi et al. (2012).

In standard models, each agent 7 steers in each step to align with the average direction of topo-
logical* neighbors and eventually steers away from the predator based on the following equations:

@ =0;—(p—m), o;=1;(0; — Oses) :

O, =W @+ (10—1W)- > o+§ ®)

J

where 0; is the steering angle in radians, / are the topological* neighbors, o is the relative otien-
tation of the neighbors with respect to the individual in radians, p is the angle between the agent
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Figure |. Schematic of the perceptual information of the individual located at the center of the figure. The individuals
and the predator are shown in green and red, respectively. The blue circle represents the maximum perceptual range.
The blue lines represent the limits of the seven visual sectors spanning over 270°. The red circles indicate topological*
neighbors, that is, the closest individuals located in each visual sector. The red line represents the relative angle of the
predator. The dashed red circle represents the hunting area of the predator.

and the predator, and @ is the opposite of the relative angle of the predator in radians. Finally, I
is the relative weight that the orientation of topological* neighbors and the relative direction of the
predator have on the steering response, and & € [—10°, 10°]'is a random value extracted with a
uniform distribution that accounts for noise.

The predator moves by steering toward the neatestindividual based on the following equations:

p = atan 2(y, x)

J = Vptey — Jpredator and x = Xprey T Xpredator (3)

Because the probability of being captured by a predator generally correlates with the distance from
the predator and the isolation of the individual (Olson et al., 20106), the probability of individuals
being captured in"each time step is modeled based on the following equation:

d ,l y/2
2(1—;)—229 O]
J

where d is distance of individual from predator, r is the hunting range of the predator, # is the
number of visual sectors, and ¢ is a binary value that is 1 when the sector contains at least one
neighbor, and otherwise is 0.

The standard model can be implemented in a linear two-layer neural network with eight sensory
neurons and one motor neuron (Figure 2), in which (a) the sensory neurons encode the relative ori-
entation of the seven topological* neighbors and the opposite direction of the predator, normalized
in the range [—1.0, 1.0]; (b) the motor neuron encodes the steering angle of the individual normal-
ized in the range [—71/2, 71/2]; (c) the connection weights are set to [1/7,1/7,1/7,1/7,1/7,1/7,
1/7, 1]; and (d) the activation of the motor neuron is updated based on a linear function. Notice
that using these connection weights implies that I corresponds to 0.5 and that the contribution of
the information detected by different visual sectors is equal.
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Figure 2. Neural architecture of the standard and linear adapted model. The bottom disks represent the sensory
neurons that encode the relative orientations of the seven corresponding topological* neighbors and the inverse of
the relative orientation of the predator. The top disk represents the motor neuron encoding the steering angle of
the agent.

The performance of this model and following models is evaluated by calculating the average
number of individuals captured by the predator during 16 evaluation episodes lasting 500 evaluation
steps.

In a second series of experiments, we used a Jnear adapted model that has the same architecture
shown in Figure 2 but in which the connection weights have been adapted through the OpenAI-ES
(Salimans et al., 2017) evolutionary algorithm. This was realized by (a) setting the initial value of
parameters to [1/7,1/7,1/7,1/7,1/7,1/7,1/7, 1], (b) using the hyperparameters described in the
appendix, and (c) continuing the evolutionary process until atotal of 100 million steps were per-
formed. The initial population of evolving individuals-was initialized with connection weights used
for the standard model. This model permits discovering solutions in which the absolute and rela-
tive weight of information encoded in different sensofy neurons differs from the standard model.
Moreover, it permits discovering solutions in which the relative weight of orientation of neighbors
and the relative position of the predator differs from the standard model.

In a third series of experiments, we used a #onlinear adapted model in which the neural network con-
troller of the individuals includes andnternaldayer with 32 neurons whose activation is updated based
on the tanh function (Figure 3)s These additional neurons and associated additional connection

86, 06, AB; DO, D05 AOg A6,

Figure 3. Neural architecture of the nonlinear adapted model. The bottom disks represent the sensory neurons that
encode the relative orientations of the seven corresponding topological® neighbors and the inverse of the relative
orientation of the predator. The intermediate disks represent the internal neurons. The top disk represents the motor
neuron encoding the steering angle of the agent.
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Figure 4. Architecture of the nonlinear distance adapted model. The bottom disks represent the sensory neurons
that encode the relative orientations of the seven corresponding topological* neighbors, the inverse of the relative
orientation of the predator, and the distances of neighbors and predator. The intermediate disks represent internal
neurons. The top disk represents the motor neuron encoding the steering angle of the agent.

weights enable evolving individuals to use nonlinear control rules andreventually determine steer-
ing strength based on internal states that combine the activation of multiple sensory neurons. The
connection weights of the initial evolving population are initialized randomly.

Finally, in a fourth series of experiments, we used a u#onlinear distance adapted model in which the
neural network controller of individuals includes eight additional sensory neurons encoding the
distance of the seven topological* neighbors and of the predator (Figure 4). These additional sensors
enable evolving swarms to discover solutions in which the steering response to relative orientations
of topological* neighbors and the relative position of the predator is modulated by their proximity.
Connection weights of the initial evolving population are initialized randomly.

For some models, we also replicated expetiments by varying the size of swarms and consequently
the average density of individuals.

The experiments were performed using the EvoJAX tool (Tang et al., 2022). They can be repli-
cated by using the source code available from the GitHub repository indicated in the appendix.

4 Results

The results of the experiments indicate that adapted solutions outperform the standard model
(Wilcoxon nonparametriertest p-value < 0.001; Figure 5) and that three adaptive models produce
equally good petformance (Wilcoxon nonparametric test p-value > 0.05; Figure 5). All models con-
verged after 400 generations (Figure 6), as demonstrated by the fact that the performance at Gener-
ation 400 and Generation 500 does not differ in all cases (Wilcoxon nonparametric p-value > 0.05).
The initial performance and the converge speed are much higher in the linear condition in which
the parameters are initially set on the basis of the standard models. In the other experimental con-
ditions, the parameters are initialized randomly. Because the only difference between the adaptive
linear model and the standard model concerns the value of parameters, the fact that the former out-
performs the latter implies that the parameters of the standard model are suboptimal. We analyze
how adapted parameters differ in what follows.

The fact that the performance of linear and nonlinear adapted models does not differ implies that
using nonlinear control rules and determining steering actions based on internal states that combine
activation of multiple sensory neurons does not provide an advantage.

Finally, the fact that the performance of nonlinear and nonlinear distance adapted models does
not differ implies that modulating steering action based on the distance of topological* neighbors
and predator does not provide an advantage. These conclusions are also supported by additional
analysis reported later.
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Figure 5. Performance obtained with the standard model and with linear, nonlinear, and. nonlinear distance adapted
models. Performance represents fitness obtained in 50 evaluation episodes. In the case of adapted models, 50 episodes
are realized by performing 5 episodes with each of 10 solutions obtained in 10 corresponding replications of experi-
ments. Boxes represent interquartile ranges of data, and horizontal lines:inside boxes mark median values. Whiskers
extend to most extreme data points within 1.5 times interquartile range from the box. Circles indicate outliers.

Visual inspection of the behavior of the evolved swarm shows that the agents aggregate in a
few large flocks that fly together in a coordinated manner and move away from the predator when
approached, in all experimental conditions (see thewvideo described in the appendix). Formed flocks
often split into separate subflocks during ptedator-avoidance behavior. The difference in perfor-
mance between the agents obtained in the different experimental conditions is due to small differ-
ences in the aggregation rate and in the arbitration between the flocking and predator-avoidance
behavior.

To analyze how solutions found by the linear adaptive model differ from those found by the
standard model, we plotted parameters that determine the contribution of topological* neighbors
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Figure 6. Performance of the best swarm of each generation across 500 generations. The solid lines show the data
averaged over 10 replications for each condition for the linear, nonlinear, and nonlinear distance models for the best
individual of each generation. The shaded areas represent 90% confidence intervals.
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Figure 7. Plots of the parameters that determine the contribution of each of the seven topological* neighbors located
in seven corresponding visual sectors to the determination of the steering action. The 10 plots show the value of the
parameters of the 10 evolved solutions obtained with the linear adaptive model. The number in bold under each plot
indicates the contribution of the predator.

located in different sectors of the visual field to the steering response ofindividuals. More specifi-
cally, we plotted the value of the parameters of 10 evolved solutions obtained in 10 corresponding
replications of the experiment (Figure 7) and the average valaes of the parameters of 10 solutions
(Figure 8). As can be seen, in evolved solutions, steering is determined primarily by one to three
topological* neighbors. Indeed, only the parameters of a few sectors, generally located in the frontal
side, have relatively high values.

To analyze the efficacy of solutions considéring a single topological* neighbor and the relative
utility of neighbors located in different visual sectots, we conducted seven evaluation tests. In each
test, individuals reacted to only one of the seven topological* neighbors. We created a modified
version of the control networks evolved with the linear adaptive model in which six of the seven

0.85

Figure 8. Plot of the parameters that determine the contribution of each of the seven topological* neighbors located in
seven corresponding visual sectors to the determination of the steering action. The data are averaged over |0 solutions
obtained through 10 corresponding replications of the experiment. The number in bold at the bottom indicates the
contribution of the predator.
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Figure 9. Performance of the standard model, linear adapted models, and seven variations of the linear adapted model
in which individuals react to a single topological* neighbor located in the rear-left, left, frontal-left, frontal, frontal-right,
right, or rear-right sector of the visual field. Boxes represent interquartile ranges of the data, and horizontal lines inside
boxes mark median values. Whiskers extend to the most extreme data points within |.5 times.interquartile range from
the box. Circles indicate outliers.

parameters determining the reaction to each topological* neighbor were set to 0.0 and the remaining
parameter was set to the sum of the original values of theseven parameters. As shown in Figure 9,
swarms relying on the frontal neighbor outperformed swarms relying on frontal-left or frontal-right
neighbors only (Wilcoxon nonparametric test p-value < 0.001), which outperformed swarms relying
on rear-left or rear-right neighbors only (Wilcoxon nonparametric test p-value < 0.001), which out-
performed swarms relying on left or right neighbors enly (Wilcoxon nonparametric test p-value <
0.001). The performance of swarms that rely onsthe frontal neighbor is equally good as the per-
formance of solutions evolved with the lineat model (Wilcoxon nonparametric test p-value > 0.05)
and significantly better than the performance of the standard model (Wilcoxon nonparametric test
p-value < 0.001).

These results demonstrate that, for'agents that have a limited view range, the utility of informa-
tion provided by topological* neighbors varies. It is maximum in the case of the frontal neighbor
and decreases for neighbors located toward the lateral side of the visual field. Moreover, these re-
sults show that the strategy.of the standard model is suboptimal and is outperformed by a simpler
strategy that relies on the frontal neighbor only.

In a previous work, Gauci et al. (2014) demonstrated that perceiving only the frontal neighbor
is sufficient to produce aggregation behavior. Here we demonstrated that the information provided
by a frontal neighbor alone is sufficient to achieve optimal performance, that is, that considering
also the information provided by the other neighbors does not yield better performance.

Figure 10 shows the topological and metrical aggregation exhibited by swarms. The former is
calculated by counting the number of sectors including at least one conspecific located within the
perceptual range, averaged over individuals and evaluation steps. The latter is calculated by counting
the number of conspecifics located within the perceptual range. As expected, the condition leading
to higher performance also leads to higher aggregation levels with respect to both measures.

To further check the utility of distance information in experiments performed with nonlinear
distance adapted models, we postevaluated the evolved swarm in a control condition in which
the state of distance sensors is always set to 0.0. The fact that performance does not statistically
differ in the two conditions (Wilcoxon nonparamettric test p-value > 0.05; Figure 11) demonstrates
that evolved solutions neglect distance information, that is, that information provided by distance
sensors is unnecessary.

Finally, we investigated the role of swarm size in the case of the standard model and linear
adapted model, that is, simpler models that achieved better performance. More specifically, we
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Figure 10. Average aggregation displayed by swarms obtained with the standard model, with the linear adapted models,
and with seven variations of the linear adapted model in which individuals react to a single topological* neighbor: results
obtained by using (top) topological and (bottom) metrical measures of aggregation.

replicated experiments in.four conditions in which swarm size was set to 64, 128, 256, and 512
individuals (Figure 12). The size of the swarm in the experiments reported earlier is 512. Flocking
is observed in all cases (see videos described in the appendix). As expected, the ability to escape the
predator increases in smaller swarms. In addition, the advantage of the linear adapted model with
respect to the standard model decreases in smaller swarms. The latter effect is explained by the fact
that the adaptive advantage of improved aggregation ability achieved by the linear adaptive model
decreases when the number of the agents diminishes.

5 Discussion

Complex collective behavior can originate from the interaction of multiple individuals exhibiting
simple behavior. This is possible thanks to the indirect relationship between the rules regulating
the interactions of individuals with their physical and social environments and the behavior of the
group. Such an indirect relationship implies that anticipating how the characteristics of the behavior
exhibited by single individuals affect the resulting collective behavior is far from trivial. In this
article, we explored such a relationship in the case of flocking behaviors. More specifically, we

10 Artificial Life Volume 00, Number 00

€7 [Ue/Z91 L "01/10p/1pd-0[olE/[LIE/NPS NUIjoauIp//:d)Y WO} Papeojumod

€ 1Ue/E9.¥/E2/8EY00 !

20z dunf Gz uo Jesn 39371700 a33Y A4 Jpd'8er00



N. Milano and S. Nolfi Interaction Rules Supporting Effective Flocking Behavior

—~10 1
—20 1
o —30 1
s}
c
©
g 40 4
g -
& é o
_50 4
—60 -
(o}
nonlinear dist dist set to zero

Figure | 1. Performance of swarms obtained with the nonlinear distance adapted model in a standard condition and in a
control condition in which the state of distance sensors is always set to 0.0. The data were obtained by postevaluating
the 10 evolved swarms obtained in the 10 corresponding replications for 5 episodes for‘a total of 50 evaluation
episodes. Boxes represent the interquartile ranges of data, and horizontal lines inside boxes'mark the median values.
Whiskers extend to the most extreme data points within |.5 times the interquartile range from the box.
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Figure 12. Performance of swarms obtained with standard and linear adaptive models in the case of swarms composed
of 512, 256, 128, or 64 individuals. Performance corresponds to fitness obtained in 50 evaluation episodes. In the
case of adapted models, 50 ‘episodes are realized by performing 5 episodes with each of the 10 solutions obtained by
evolving 10 replications of the experiment. Boxes represent the interquartile ranges of data, and horizontal lines inside
boxes mark the median values. Whiskers extend to the most extreme data points within 1.5 times interquartile range
from the box.

analyzed through simulation studies and through artificial evolutionary experiments whether the
control rules used in standard models are optimal.

In standard models (Ballerini et al., 2008; Camperi et al., 2012; Olson et al., 2016; Vicsek et al,,
1995), interactions of individuals with their environment is regulated by uniform, linear, and in-
dependent control rules that make individuals steer toward the relative orientation of topological*
neighbors distributed over a view field of ~270°. The term uniform refets to the fact that the weight
that each topological* neighbor has on the steering of the agent is the same. The term zndependent
refers to the fact that the offset of each neighbor contributes to steering action independently from
the directional offset of other neighbors. Moreover, only observational information that affects
steering is directionally offset. This implies, for example, that the relative distance between individ-
uals is neglected.
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To verify how the characteristics of the interaction rules impact the resulting collective behavior,
we carried out a series of experiments in which populations of agents evolved for the ability to
avoid predation are allowed to use more elaborate interaction rules in which the limits described
previously are released. The obtained results indicate that using linear and independent rules and
neglecting distance information does not limit the efficacy of flocking behavior, measured as the
ability to aggregate and to reduce the chances of being predated. Instead, using uniform control
rules limits swarms’ efficacy.

The analysis of solutions evolved by enabling the use of nonuniform rules surprisingly revealed
that this is due to the fact that the utility of information provided by the relative orientation of neigh-
bors is maximum for individuals located in front and smaller for individuals located on the sides.
Consequently, strategies that consider frontal neighbors only, and eventually the single neighbor lo-
cated in the frontal sector only, outperform the standard model. In other words, swarms formed by
individuals who use less information and operate based on simpler control rules outperform swarms
formed by individuals who use more information and operate based on more complex rules.

This counterintuitive result can be explained by considering that swarms composed of many
tightly interacting individuals can operate based on information generated by eombining the obser-
vations and the effects of the actions of multiple individuals. In the context.of the flocking behavior
considered, this implies that individuals can manage to orient themselves toward the direction of
their topological* neighbors even if they detect a single neighbor. Thisdsthanks to the fact that their
behavior is influenced indirectly by the behavior of other individuals detecting other neighbors. The
possibility to steer toward a subset of neighbors or toward the frontal neighbor only at the level of
individuals permits them to focus on the most useful infermation.

Our result is also in line with studies that investigated the impact of communication range
in swarms of cooperating individuals. Indeed, the tesults of these studies indicate that using
short communication ranges achieves better performance than using longer communication ranges
(Pirrone et al., 2022; Talamali et al., 2021).
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Appendix

The hyperparameters of the evolutionary algorithm were set as follows: The distribution of the
perturbations of parameters was set to 0.02, the step size of the Adam optimizer was set to 0.01,
the size of the population was set to 40, the observation vectors were normalized by using virtual
batch normalization (Milano et al., 2019; Milano & Nolfi, 2021; Salimans et al., 2016, 2017), and the
connection weights were normalized by using weight decay.

The swarms evolved were homogencous; that is, the parameters encoded the connection weights
of a single neural controller that was then duplicated 512 times to create the:512 corresponding
neural network controllers that were embedded in the individuals forming the swarm.

The evolving swarms were evaluated for 16 episodes. Each episode lasted 500 steps. The evo-
lutionary process was continued until a total number of steps was performed. The total number of
evaluation steps was set to 50, 100, and 100 million in the case of the linear, nonlinear, and nonlinear
distance adaptive model, respectively.

The code to replicate the expetiments can be found at https://github.com/milnico
/InteractionRules. Videos of sample behavior of swarms evolved under different experi-
mental conditions can be found at https://www.youtube.com/playlistrlist=PLcNe-IgRALSX
-fTH4c4NcPlev4GRf1iXm.
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