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Abstract

Background: With the rapid expansion of Artificial Intelligence (AI) applications, researchers have begun focusing on the
concept of Human-Centered Artificial Intelligence (HCAI). This field is dedicated to designing AI systems that augment and
improve human abilities, rather than substituting them.

Objective: The objective of the paper is to review the information on design principles, techniques, applications, methods and
outcomes adopted in the field of HCAI, in order to provide some insights on the discipline, in relation with the broader concepts
of Human-Centered Design and User-centered design.

Methods: Following the PRISMA Checklist Extension guidelines, we conducted a systematic review in PubMed, Sciencedirect
and IEEE Xplore, including all study types, excluding scoping review and editorials.

Results: Out of the 1035 studies retrieved, 14 studies conducted between 2018 and 2023 met the inclusion criteria. The main
fields of application were the health sector and artificial intelligence applications. Human-centred design methodologies were
adopted in 3 studies, personas in 2 studies, while the remaining methodologies were adopted in individual studies.

Conclusions: Human-Centered Artificial Intelligence (HCAI) emphasizes designing AI systems that prioritize human needs,
satisfaction, and trustworthiness, but current principles and guidelines are often vague and difficult to implement. The review
highlights the importance of involving users early in the development process to enhance trust, especially in fields like
healthcare, but notes that there is a lack of standardized HCAI methodologies and limited practical applications adhering to these
principles. Clinical Trial: N/A
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Review

Framing the Human-Centered Artificial Intelligence concepts and
methods: a scoping review

Abstract

Background: With the rapid expansion of Artificial Intelligence (AI) applications, researchers have
begun  focusing  on the  concept  of  Human-Centered  Artificial  Intelligence  (HCAI).  This  field  is
dedicated to designing AI systems that augment and improve human abilities, rather than substituting
them.
Objective: The objective of the paper is to review the information on design principles, techniques,
applications, methods and outcomes adopted in the field of HCAI, in order to provide some insights
on the discipline, in relation with the broader concepts of Human-Centered Design and User-centered
design.
Methods: Following the PRISMA Checklist Extension guidelines, we conducted a systematic review
in PubMed, Sciencedirect and IEEE Xplore, including all study types, excluding scoping review and
editorials.
Results: Out of the 1035 studies retrieved, 14 studies conducted between 2018 and 2023 met the
inclusion criteria. The main fields of application were the health sector and artificial intelligence
applications. Human-centred design methodologies were adopted in 3 studies, personas in 2 studies,
while the remaining methodologies were adopted in individual studies.
Conclusions: Human-Centered Artificial Intelligence (HCAI) emphasizes designing AI systems that
prioritize human needs, satisfaction, and trustworthiness, but current principles and guidelines are
often vague and difficult to implement. The review highlights the importance of involving users early
in the development process to enhance trust, especially in fields like healthcare, but notes that there
is a lack of standardized HCAI methodologies and limited practical applications adhering to these
principles.

Keywords:  Human-Centered  Artificial  Intelligence;  HCAI;  usability;  acceptability;  design
principles; UCD; Human-centered design; AI principles; ethics; AI applications
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Introduction 

User-centered design (UCD) is an iterative methodology that places the user at the center of the
design of innovative solutions, allowing the information gathered since its early stages to define the
product features and end-user experience.  This approach is typically enabled by interdisciplinary
teams and different methodologies that synergically concur to the optimization of the user experience
of system, products and processes.
The interaction of users with innovation prototypes not only accelerates the identification of usability
issues, highlighting improvement opportunities, but also strengthens the capacity of researchers to
define cost and benefits evaluation methods that are propaedeutic to identify return of investments
also  in  terms  of  economic  benefit.  The  requirements  and  recommendations  for  human-centered
design principles have been formalized in ISO 9241-210, which details the role of UCD and its
benefits for human-centered design applied to interactive technologies.
The use of appropriate UCD methods, especially when tailored to specific stakeholders’ contexts, can
reduce the risk of a given product not meeting stakeholder requirements or being rejected by users.
Similar  to  UCD,  Human-Centered  Design  (HCD)  is  an  approach  that  prioritizes  human  needs,
capabilities and behavior. Therefore, HCD aims to address problems by putting people with their
human perspective at the center of the processes, involving them in all stages of problem solving,
from  observation  to  brainstorming,  conceptualisation,  solution  development  and  final
implementation [1]. It is believed that such an approach would improve the usability of an innovation
by increasing  product  acceptance  and user  satisfaction,  proving effective  in  all  situations  where
solutions are needed that are not only useful, but involve the emotional sphere of users in some way
[2-4].
Recently, due to the increasing growth of Artificial Intelligence (AI) applications, researchers have
shifted  their  attention  to  the  construct  called  Human-Centered  Artificial  Intelligence  (HCAI),  a
discipline  aimed  at  creating  artificial  intelligence  systems  to  amplify  and  enhance  human
capabilities, rather than replace them [5]. As HCD, HCAI places people at the center by seeking to
improve,  experience  after  experience,  their  lives  [6].  On  the  basis  of  the  design  phase  of  any
technological product, there are a number of useful techniques that can be adopted to obtain quick
feedback from end-users, even in the absence of a fully functioning solution, to provide creative
design  alternatives  to  fit  the  users'  preferences  and  needs.  If  properly  trained,  Human-Centered
Artificial Intelligence could offer useful solutions tailored on the peculiar characteristics of the final
users, considering new approaches coming from the original combination of many variables, for
example. 
Despite the undeniable richness of HCAI, there is the need to map the main concepts and constructs
behind it, as well as to understand the methods and design principles that underpin it, in order to
ensure that these metrics are adequately included in the experimental methodology and understand
their  role  in  supporting  UCD and  HCD approach.  The  objective  of  the  paper  is  to  review the
information on design principles, techniques, applications,  methods and outcomes adopted in the
field of  HCAI, in order  to  provide some insights  on the discipline,  in  relation with the broader
concepts of HCD and UCD.

Methods

The scoping review was carried out according to the PRISMA Checklist Extension [7]. Prior to the
start of the project, a protocol was developed to guide the review process, shared among the authors
and registered on the Open Science Framework (OSF) platform. The topic of interest for the review
was any application of HCAI for User-Centered Design, in any population of adults. The outcomes
of interest were description of the HCAI approach, description of the HCAI design, outcomes of the
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application of HCAI, user involvement in HCAI, description of use cases, methods for understanding
and the user's mental model, description of user needs and new working practices. Any other design
methodology  could  serve  as  a  comparator.  All  English-language  studies,  with  the  exception  of
narrative and editorial reviews, could be included. Clinical questions, exploring the applications of
HCAI  for  design,  were  translated  into  epidemiological  terms  using  the  Patient,  Intervention,
Comparator, Outcome (PICO) methodology (Table 1).

Table  1:  PICOs  (Patient,  Intervention,  Comparator,  Outcome,  Study  type)  driving  the  search
strategies and the inclusion criteria.
Patient Any type of patient
Intervention HCAI for design
Comparator Any other technique adopted for design
Outcome  Description of HCAI approaches

 Description of HCAI design
 Outcome of HCAI application
 User involvement in HCAI
 Description of study cases
 Description of methods for understanding
 Description of user’s mental model
 User’s needs and new working practices

Study Type All study types excluding narrative review and editorials

Based on the identified PICOs, search strategies were created and applied to the electronic PubMed,
Sciencedirect and IEEE Xplore databases from 1 January 2018 until 27 October 2023. Searches were
performed by a  single  reviewer.  The  complete  search  strategies  are  presented  in  supplementary
materials 1.
The records retrieved in the searches were afterwards imported into a review management platform
(Rayyan) and duplicates excluded. Four investigators (RB, EM, TB, ML) working in pairs performed
screening, selection and data extraction. Specifically, two blinded reviewers assessed the title and
abstracts to define eligibility for full-text assessment, and, at the subsequent step, assessed full-texts
for inclusion. Disagreement was resolved by consensus. Data extraction from the included studies
was performed by using a standardized extraction form, including general information on the article,
field of application, design methods, adopted model, design principles and properties, technology
and type of AI; extraction was performed by a reviewer and checked by a second one. Results were
summarized in summary of findings tables.
 

Results

The search in the electronic databases retrieved a total of 1035 articles, of which 8 were duplicates.
Finally, the titles and abstracts of 1027 studies were screened. Based on the inclusion criteria, 27
studies were eligible for full-text review; of these, 14 studies fulfilled the criteria and were included
in the scoping review. The flow-chart showing the selection process is reported in Figure 1. 
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Figure 1: Flow-chart showing the selection process

Conference abstracts represented a relevant proportion of the retrieved evidence (7/15 studies), no
study allowed comparison between techniques. The main fields of application were the health sector
and artificial intelligence applications (Figure 2).

Figure 2: Different applications of HCAI for design. Number of studies.

The method adopted for design was described in 8/14 studies. In particular, human-centred design
methodologies were adopted in 3 studies, personas in 2 studies, while the remaining methodologies
were adopted in individual studies.
In 10/14 studies a model was adopted, while in 3 studies this was not applied. Information was not

https://preprints.jmir.org/preprint/67350 [unpublished, non-peer-reviewed preprint]



JMIR Preprints Bevilacqua et al

available in a single study.
Design  principles  and  properties  were  not  described  in  2  studies,  in  the  remaining  studies
trustworthiness and explainability were the most frequently adopted principles (Figure 3).
The technology and type of AI were not described in 3 studies, while the remaining studies adopted
very heterogeneous technologies.

Figure 3: Design principles and properties. Number of studies.

Table 2 shows the characteristics of  each study in terms of  scope,  presence of a  model,  design
principles used and technology.
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Table 2: Descriptive analysis of the included studies

Study Type  of
publication

Field  of
application 

UCD  /  Design
methods 

Model (Y / N) Design principles /
properties (Y / N)

Technology / Type
of AI

He  H.  et  al.,  2022
[8]

Article Safety,  security,
health

Y:  Acceptance
model of TRAS

Y: trustworthiness SAR

Tyagi  P.K.  et  al.,
2023 [9]

Conference
abstract

Education Value-sensitive
design

Y:  enhanced  HCAI
framework

N AIED  application
(Intelligent
tutoring  system;
exploratory
learning
environments,
dialogue-based
tutoring  system,
automatic  writing
assessment)

Holzinger  A.  et  al.
2022 [10]

Conference
abstract

Health Personas  for  AI
(explainability)

Y:  For  the  design
and  development
of the personas AI 

Y:  emotion,
decision-making
authority  and
explainability  as
well  as  ethical
issues are added in
HAII

N/A

Usmani  U.  et  al.,
2023 [11]

Conference
abstract

General N/A Y:  user
empowerment,
ethical
consideration,
human  AI
collaboration

Y:  fairness,
transparency,
accountability,  and
privacy protection

N/A

Fagbola T.M.,  2019
[12]

Conference
abstract

Development of AI
system

N/A N Y:  interpretability,
explainability, 
fairness,
transparency  and
safety

Toolkit  for
developing  AI
system (FairML, 
Aequitas,  FairTest,
IBM  AIFairness
360,   Mash,
Concept Activation
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Vectors,  LIME,
DeepLIFT  and
Themis)

Beltrão  G.  et  al.,
2022 [13]

Conference
abstract

AI-mind Y:  HCD  methods:
personas,
scenarios,  journey
maps

N N AI-based  decision-
support system for
clinical decision

Correia  A.  et  al.,
2021 [14]

Conference
abstract

Human-AI
integration

N/A Y:  Acceptance
model  and  use  of
technology
(UTAUT and TAM)

Y:  trustworthiness
and acceptability

N/A

Elahi  H.  etv  al.,
2021[15]

Article Privacy, Health HCD methods Y:  design  shared
responsibility
privacy model

Y:  privacy
protection

AAL  system
(Ambient  Assisted
Living)

Ahmad  K.  et  al.,
2023 [16]

Article Development of AI
system using HCD

Human-Centered
methods

Y: human-centered
AI-based  software
(RE4HCAI)

Y:  requirements
for  user  need,  for
model  needs,  for
data  needs,
explainability  and
trust,  errors  and
failure

Model applied in a
system  of  VR
(Virtual Reality)

Bingley  WJ  et  al.,
2023 [17]

Article HCAI Qualitative  survey
for HCAI

N/A Y:  AI  developers
and  user’s  needs
(functionality,
social  impact,
understandability,
ethic,  privacy,
security)

N/A

Ventura  S.  et  al.,
2023 [18]

Article Health N/A N Y:  user  needs,
acceptance  of
technology,
perceived
trustfulness

MAIA technology

Soliman  A.  et  al.,
2023 [19]

Article Health Y:  stakeholder
input, low -fidelity
sketches and high-

Y:  Model
performance  and
explainability

Y:  model
confidence,
trustworthiness,

Clinical  decision
support
application  to
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fidelity  prototype
for usability test

explainability predict  heart
failure patient risk
of readmission

Chen  et  al.,  2023
[20]

Article Healthcare N/A Y:  for  mitigating
biases  in  AI  life
cycle

Y:  Ethical,  privacy
protection,
fairness,
understandable,
transparent

N/A

Kim jW et al., 2022
[21]

Article Health (home care
for older adults)

Y:  focus  group
interviews,
scenarios

Y:  Human AI
collaboration,  user
satisfaction

Y:  reliable,  safe
and trustworthy

DORI - Older adult
guided  and
caregiver-
monitored robot

Y=Yes, N0No, N/A=Not Applicable
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The study by He (2022) [8] explores the critical role of trustworthiness in the acceptance
of  AI  systems  within  the  domains  of  safety,  security,  and  health.  By employing  the
Trustworthiness  and  Reliability  Assessment  System  (TRAS)  model,  the  research
demonstrates that user acceptance is significantly influenced by perceived trustworthiness
and reliability. Socially Assistive Robots (SAR) are used as a case study, illustrating how
trust can be enhanced in AI systems within these critical fields.
Tyagi (2023) [9] investigates the application of AI in education through value-sensitive
design methods. The study presents an enhanced HCAI framework and explores various
AI applications such as intelligent tutoring systems and dialogue-based tutoring systems.
The findings underscore the importance of aligning AI systems with educational values
and addressing user needs to improve acceptance.
Kim (2022) [21], Chen et al. (2023) [20], Soliman (2023) [19], Ventura (2023) [18], and
Holzinger (2022) [10] focus on healthcare applications with distinct approaches.  Kim
examines  home  care  for  older  adults,  highlighting  human-AI  collaboration  and  user
satisfaction as critical design principles. Chen et al.  address biases in the AI lifecycle
within  healthcare,  emphasizing  ethical  principles,  privacy  protection,  fairness,  and
transparency. Soliman investigates clinical decision support systems for predicting heart
failure  patient  readmission  risks,  emphasizing  model  performance,  explainability,  and
trustworthiness.  Ventura  explores  health  applications,  emphasizing  user  needs  and
technology  acceptance,  particularly  the  perceived  trustworthiness  of  AI  systems.
Holzinger utilizes personas in the health sector to enhance AI explainability, integrating
emotional  and  ethical  considerations  to  improve  user  understanding  and  trust  in  AI
technologies.  These  studies  collectively  contribute  to  advancing  AI  applications  in
healthcare  by  addressing  various  challenges  and  enhancing  user  confidence  and
acceptance.
Usmani  (2022)  [11]  addresses  general  AI  applications  with  an  emphasis  on  user
empowerment  and  ethical  considerations.  The  research  highlights  the  importance  of
human-AI collaboration and identifies design principles such as fairness, transparency,
accountability,  and  privacy  protection.  These  principles  are  crucial  for  developing
trustworthy and ethical AI systems.
Fagbola (2019) [12] and Ahmad (2023) [16] discuss the development of AI systems from
complementary perspectives. Fagbola's study emphasizes interpretability, explainability,
fairness,  transparency,  and  safety  as  crucial  design  principles,  introducing  tools  like
FairML and IBM AIFairness 360. Ahmad's research focuses on human-centered methods,
presenting RE4HCAI, a software that addresses user needs,  model requirements, data
considerations, explainability, and trust. These approaches collectively aim to foster the
development of fair, transparent, and user-centric AI systems, enhancing both usability
and trust in AI applications, including virtual reality environments.
Beltrão (2022) [13] explores the use of human-centered design methods such as personas,
scenarios, and journey maps in developing AI-based decision-support systems for clinical
settings. The study highlights the importance of aligning AI systems with clinical user
needs to improve decision-making processes.
Correia (2021) [14] delves into human-AI integration, focusing on acceptance models
and technology use. The study employs models like Unified Theory of Acceptance and
Use of Technology (UTAUT) and Technology Acceptance Model (TAM) to evaluate user
acceptance,  emphasizing trustworthiness and acceptability.  These insights are vital  for
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designing AI systems that users are more likely to adopt.
Elahi (2021) [15] examines privacy and health applications, employing human-centered
design  methods.  The  study  introduces  a  shared  responsibility  privacy  model,
underscoring privacy protection as a key design principle. This research highlights the
importance of safeguarding user privacy in health-related AI systems.
Bingley (2023) [17] conducts a qualitative survey on human-centered AI (HCAI). The
study  emphasizes  the  needs  of  AI  developers  and  users,  addressing  aspects  such  as
functionality,  social  impact,  understandability,  ethics,  privacy,  and  security.  These
insights are crucial for developing AI systems that meet diverse stakeholder requirements.

Discussion

Human-Centered Artificial Intelligence focuses on human experiences, satisfaction,
and  needs,  with  the  goal  of  "amplifying,  enhancing,  and  improving  human
performance  in  ways  that  make  systems  reliable,  safe,  and  trustworthy".  This  is
pivotal to "support human self-efficacy, encourage creativity, clarify responsibility,
and facilitate social participation" [22].
The  HCAI seeks  to  shift  the  focus  in  AI  development  from technologies  to  people.
However, it is unclear whether existing HCAI principles and practices adequately achieve
this goal.
In  order  to  formalize  these  developments,  several  guidelines  have  been  proposed by
governments, organizations, and researchers to translate the ideals of HCAI into practice
[23].  For example,  the European Union lists  seven key requirements  that  AI systems
should meet to be trustworthy, including transparency, accountability, and promotion of
social and environmental well-being [24].
Unfortunately, despite this proliferation of guidelines, IAE ideals have proven difficult to
put  into  practice  [22,  25,  26].  On  this  point,  Shneiderman  (2021)  [27]  argued  that
although ethical guidelines are a step in the right direction, they are often too vague to be
useful to software engineers. Similarly, Mittelstadt (2019) [28] criticized AI ethics for
consisting of vague principles and lofty value statements that lack the detail and precision
needed to make specific recommendations to improve practice.
In  line  with  the  literature  in  the  field,  our  review highlighted  the  need for  a  deeper
analysis of the design principles promoted by HCAI to understand how they can be put
into practice from the outset and how they differ from those proposed by human-centered
design in terms of their impact on end consumers.
In general, it can be said that there is a need to raise the awareness of researchers and
developers on the special issues offered by HCAI: the review showed that there are still a
limited number of applications for AI design and solutions already available developed in
accordance with HCAI principles, mainly in the field of social assistive robotics. This can
partly be explained by the innovative nature of the proposed concept, but also by the
partial  overlap  with  the  more  general  definition  of  human-centered  design  and  user-
centered design, highlighting the need for a clear definition and standardization of the
framework.
In the context of AI especially, the review showed that there is a need to focus more on
the  concept  of  trustworthiness  when  designing  a  system.  This  concept,  however,  is
multifaceted  and  not  easily  defined  or  achieved.  All  the  articles  reviewed  are  in
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accordance by observing that a user needs to trust an AI-based system in order to use it,
however, they differ in the approaches to reach this outcome.
In particular, the main concepts that are taken into consideration in the articles reviewed
are  explainability,  transparency,  privacy,  and  safety  which  contribute  to  making  the
system more trustworthy and acceptable for the user.
The way to better achieve these aspects is still an open challenge however this review
demonstrates the importance of involving real users and stakeholders from the earlier
stages of conceptualization and development all through the entire life-cycle and testing
phases  of  a  system.  This  becomes  a  key  issue,  especially  in  the  development  of
applications to support the decision-making of health professionals in clinical fields.
Moreover, by incorporating user feedback into the design process, users can have a sense
of ownership and control over AI systems, potentially promoting trust, acceptance, and
better adherence, even if in most cases they have had no previous experience with AI
solutions.
Besides  the  need to  have  specific  HCAI methods and techniques  for  the  design  and
development  of  new  AI  system  the  articles  examined  either  didn’t  describe  the
methodologies used in the design process or used the same methods as those proposed by
the  user-centered  design  approach,  such  as  focus  groups,  personification,  scenarios,
interviews,  and  others,  as  they  are  independent  of  the  type  of  technology  while
maintaining the focus on users as a pillar.

Conclusions

Human-Centered Artificial  Intelligence (HCAI) emphasizes  designing AI systems that
prioritize  human  needs,  satisfaction,  and  trustworthiness,  but  current  principles  and
guidelines  are  often  vague  and  difficult  to  implement.  The  review  highlights  the
importance  of  involving  users  early  in  the  development  process  to  enhance  trust,
especially in fields like healthcare, but notes that there is a lack of standardized HCAI
methodologies and limited practical applications adhering to these principles. 

Funding

This research was supported by the National Plan for Complementary Investments to the
PNRR Hub Life Science-Digital Health (PNC-E3-2022-23683267, DHEAL COM).
This publication reflects only the authors’ view and the Italian Ministry of Health is not
responsible for any use that may be made of the information it contains.

Conflicts of Interest

The authors declare that they have no competing interests

Abbreviations

AI = Artificial Intelligence
HCAI = Human-Centered Artificial Intelligence
HCD = Human-Centered Design
OSF = Open Science Framework
PICO = Patient, Intervention, Comparator, Outcome
PRISMA = Preferred Reporting Items for Systematic reviews and Meta-Analyses
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SAR = Socially Assistive Robots
TAM = Technology Acceptance Model
TRAS = Trustworthiness and Reliability Assessment System
UCD = User-centered design
UTAUT = Unified Theory of Acceptance and Use of Technology
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