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Abstract
This review article delves into the conceptual framework of digital twins and their diverse applications across research 
domains, highlighting the pivotal role of machine learning in shaping the development and integration of digital twin 
technology across multiple disciplines. Emphasising key features like multidisciplinarity and multi-scale aspects, the paper 
explores how data-driven techniques are employed for modelling, visualisation, monitoring, and optimisation within the 
digital twin framework, pinpointing the benefits introduced in the current state-of-the-art applications, and elucidates 
persisting challenges across various research fields, including advanced materials, smart buildings, and manufacturing 
systems.
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1  Introduction

Nowadays, advancements in various technologies field such as the Internet of Things (IoT) and Artificial Intelligence 
(AI) facilitated the digitalisation of assets across diverse industrial sectors. In particular, Digital Twins (DTs) represent a 
disruptive technology that can be synthesised as an integrated multi-physics, multi-scale, probabilistic simulations of 
a physical asset that leverages complex physical models, sensor data and historical information is able to replicate the 
behaviour of their real-world counterparts [1, 2].

DTs, integrated within Cyber Physical Systems (CPS) [3, 4], can be used for different goals like feedback control, asset 
optimisation, visualisation and support to decision-making [5, 6].

The concept of a DT surpasses that of a digital model, as demonstrated in Fig. 1. A digital model enables a unidirec-
tional flow of data, originating from the physical object and feeding into its digital representation. The digital model 
adjusts itself based on input from the physical asset, without directly intervening in the physical entity. Additionally, 
a digital model can be utilised offline to simulate what-if scenarios, facilitating the optimisation of the physical asset’s 
performance. Conversely, Digital Twins possess bidirectional communication capabilities [7, 8] allowing them to commu-
nicate with the physical entity via automatic decisions—based on real-time events happening in the physical world—or 
via visualisation with human users. A typical example of a DT application is the predictive maintenance in manufacturing 
systems. In this case, the DT collect data from the physical entity and elaborate it in the digital world. If an anomalous 
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event is detected by a monitoring module [9], the process can be stopped or the main parameters can be changed to 
adjust the process [10], interacting with the physical entity and closing the bi-directional communication in an autono-
mous manner. In alternative, the bidirectional communication happens with users via 3D visualisation or Graphical Unit 
Interface [11].

Core components of a DT comprise modelling, simulation, monitoring, data interpretation through visualisation, and 
decision-making processes [12]. A general DT framework inspired by the architectures proposed by Cimino et al. [13] 
and Qian et al. [14] is structured with distinct layers, as illustrated in Fig. 2, each serving a crucial role in its operation. The 
perception layer, for instance, acts as the initial stage where data is gathered from the physical object and undergoes 
pre-processing. Subsequently, the digital object layer utilises this processed information to forecast system states and 
estimate variables that may not be directly measurable. Finally, the application analysis layer integrates all collected and 
synthesised data from both perception layer the digital model, employing techniques such as visualisation, anomaly 
detection, classification, feedback control, and optimisation to develop the visualisation with the end-user or the decision-
making on the physical entity part of the communication scheme. This comprehensive framework enables the DT to 
mirror and enhance the performance of its physical counterpart.

In the presented layered framework of a DT Machine Learning (ML) emerge as pivotal components, facilitating the devel-
opment of data-driven or grey digital models and synthesising the acquired big data [15] collected from integrated sensors 
in the physical asset to provide actionable insights to operators and machine. Generally, it is possible to refer as white box 
model, the one grounded on physics principles, e.g. Finite Element Analysis (FEA) [16, 17] or lumped models [18]. The black 
box model, in contrast, relies solely on data-driven techniques, drawing conclusions from patterns and correlations in the 
data without requiring an understanding of the underlying system. The grey box model integrates both methods, using data 

Fig. 1   Comparison between 
Digital Model and Digi-
tal Twin: Visual depiction 
highlighting unidirectional 
data flow and offline scenario 
analysis in digital models, 
contrasted with bidirectional 
communication and real-time 
decision-making capabilities 
in digital twins

Fig. 2   The layered framework 
of a Digital Twin, comprising 
perception, digital object, and 
application layers, facilitates 
data collection, prediction, 
and advanced analytics for 
applications such as visualisa-
tion, anomaly detection, clas-
sification, feedback control, 
and optimisation
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from FEA or other simulations to augment datasets and improve the accuracy of data-driven analyses, or combining FEA 
outputs with sensor data coming from the process [19].

Moreover, the software modules developed using ML methods and present in the application layer can trigger system 
alerts in the event of anomalies, while stochastic optimisation techniques can optimise system performance, employing 
actions to the physical entity. These applications are enhanced by the communication capabilities of the IoT, enabling data 
exchange and interaction between the digital twin and its physical counterpart. Progress in this domain promote real-time 
updates and synchronisation, thereby augmenting effectiveness of DT in reflecting real-world behaviour.

The applications of DTs spans across various industries, exerting a significant impact on fields including smart cities [20, 
21], construction [22–24], healthcare [25] and manufacturing.

DTs encompass real-time state monitoring, energy consumption analysis and optimisation to enhance efficiency, 
sustainability and reducing waste. Furthermore, product failure analysis and prediction for proactive maintenance 
applications may be developed to further enhance the product quality. Additionally, DTs serve as valuable training tools for 
operational personnel, providing immersive learning experiences and simulating various scenarios for skill development 
and readiness [26, 27]. DT frameworks vary across domains due to their specialised applications. However, ML is universally 
employed as the core technology, building upon a common underlying framework, presented in its generic form in Fig. 2. 
This study emphasizes the multi-scale nature of digital twins, showcasing how ML principles are applied across different 
scales, from materials to production plants.

2 � Machine learning for digital twin technology

The concept of DT was introduced by Grieves in 2003, and in recent years, owing to advancements in hardware technology 
and computer science fields, its implementation has become feasible. Consequently, in 2012, NASA proposed a first 
framework of a DT for space missions, defining it as an ultra-realistic model of a physical asset that evolves alongside it, 
leveraging data from sensors integrated into the physical asset [28]. However, in the last year the concept of DT evolved, 
and self-monitoring and self-control capabilities have introduced as additional features, especially in sector like smart 
buildings and manufacturing, driven by technological innovations which make this possible. Nowadays, DT technology 
finds application across various scientific domains to enhance product quality and reducing waste linked with producing 
faulty parts or sub-optimal product realisation [29, 30].

As highlighted in the introduction, modelling methods have long stood as pivotal technologies in this field. However, 
recent advancements in computer science and IoT have brought forth other Key Enabling Technologies in this domain, such 
as communication and big data analytics, with ML assuming a critical role.

Machine learning (ML) is a subset of Artificial Intelligence (AI) that involves the development of algorithms and statistical 
models enabling computers to perform tasks without explicit instructions. By utilizing patterns and inference derived from 
data, ML algorithms can improve their performance over time on a specific task. The process typically involves training on 
a dataset to create a predictive model, which can then make decisions or predictions based on new, unseen data. This field 
encompasses various approaches, including supervised learning, unsupervised learning, semi-supervised learning, and 
reinforcement learning, each tailored to different types of problems and data structures. As reported in Fig. 3, once data are 
collected from physical processes, data can be pre-processed and used to train ML algorithm that then give their output 
to Decision Support System (DDS). This output can come from defect detection modules [31], a predictive model [32] or 
general monitoring systems [33].

From a modelling standpoint, a DT entails the translation of physical entities into virtual space, with the objective of closely 
mirroring the behaviour of the real system through its virtual representation. In this scenario, both physics-based (white-box) 
[34] and data-driven (black-box) [35] modelling techniques find application as well as hybrid techniques defined as grey-
model, as shown in Fig. 4. However, the computational demands inherent to DT [36] often necessitate a heavier reliance on 
data-driven approaches over physical ones for system modelling.

If data-driven techniques are utilised for modelling and simulating complex systems to develop DTs, statistics and ML 
assume a pivotal role. This is due to the diverse array of techniques available, enabling the creation of both static and 
dynamic models through regression analysis [37–40].

Fig. 3   Data analytics workflow 
typical of Machine Learning
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Nevertheless, as mentioned above DTs demand additional capabilities, including real-time monitoring [41, 42] and 
data visualisation [43]. Also in this case ML offer a solution for processing the Big Data coming from physical asset, iden-
tifying unstable conditions or anomalies through the use of classification and clustering techniques [44]. Furthermore, 
dimensionality reduction techniques facilitate data visualisation, providing users with a comprehensive understanding 
of the outcomes derived from self-monitoring and self-control applications.

From a theoretical perspective, DTs can be developed across various scales, ranging from micro-systems, such as 
chemical molecules, to macro-systems like smart cities or production plants. In addition to the space-scale, a DT may con-
tain temporal scales as well, given the different dynamic nature of the different components of a system. As an example, 
considering a production system in Fig. 5, a DT can be developed for the whole production plant, for the single machine 
in the line and for the single process. This represents several space-scale of the DT. Furthermore, additional scales like 
the time scale can be used to study the dynamic behaviour of the different space-scales.

It is true that complex systems exhibit a hierarchical structure from a model perspective, delineated into multiple 
layers based on their granularity. Similarly, in the temporal domain, models can be static, capturing a snapshot of the 
system at a given moment, or they can be dynamic, capturing the changes over time. Typical layers of a multi-scale 
DT model comprise the unit layer, system layer, and system of system (SoS) layer, each serving distinct purposes and 
encompassing different levels of abstraction and complexity. The general framework depicted in Fig. 2 can be adapted 
for each proposed time or spatial scale layer of this multi-scale framework. Despite this broad spectrum, the underlying 
methodologies employed to develop DTs at different scales share common foundations. In particular, ML find application 
across all system scales and various applications within DT development.

Fig. 4   Physics-based models 
in which 3D geometry and 
first principles are used 
and data-driven modelling 
techniques may be employed 
to develop virtual replica of 
physical assets

Fig. 5   The framework of 
multi-scale modelling inspired 
by Zhang et al. [45]



Vol.:(0123456789)

Discover Applied Sciences           (2024) 6:502  | https://doi.org/10.1007/s42452-024-06206-4	 Review

2.1 � Perception layer

The perception layer constitutes a fundamental element within the framework of a DT, serving as the gateway for real-
time data acquisition and preprocessing. At its core, the perception layer is responsible for sensing and collecting data 
from a multitude of sources, including sensors, IoT devices, and other data-generating entities embedded within the 
physical environment. This layer of the DT is responsible for capturing information regarding the state, behaviour, and 
performance of the physical asset or system that it represents.

Beyond data acquisition, the perception layer also undertakes essential pre-processing tasks to ensure that the 
incoming data is filtered, and standardised or scaled before being passed on to subsequent layers of the DT framework. 
This pre-processing activity may involve data fusion, noise reduction, outlier detection, and data normalisation techniques 
to enhance the quality and reliability of the acquired data.

2.1.1 � Sensor fusion

Sensor fusion is the practice of integrating data from multiple sensors to enhance the accuracy, reliability, and resilience 
of estimating a system’s state [46]. The effectiveness of sensor fusion is challenged by uncertainties inherent in sensor 
measurements, such as noise, biases, and environmental disturbances. To menage these uncertainties probabilistic 
methods, such as Kalman Filters (KFs) can be employed [47]. These filters iteratively update the system state estimate 
based on sensor measurements while considering the uncertainties stemming from both the sensors and the system 
dynamics. Although Kalman Filter is widely used as probabilistic method for sensor fusion analysis, also regression 
analysis can be a valuable tool in sensor fusion applications, particularly when integrating data from multiple sensors to 
estimate a target variable or system state.

In this case, considering [xk1, xk2,… , xkn] sensors measurement, it is possible to weight all the sensors measurements 
aiming to estimate another variable yk . If physical models are not present for this task, data-driven approaches like 
Ordinary Last Squares (OLS) estimator or Lp-Norm estimator can be used to estimate the optimal weights that reduce 
the estimation error, for the general linear regression equation in Eq. (1) and OLS method in Eq. (2) [48], where Wkn is the 
matrix of weights of dimension KxN which multiplied by the sensor measurement xn of dimension N and sum to the bias 
vector of dimension K allow to obtain via linear combination the estimated variable yk of dimension K.

In alternative to simple linear combination methods, more sophisticated techniques based on ML can be employed 
for estimate system states that exhibit a complex and nonlinear relationship with other measured variables, such as 
Bayesian methods[49], Support Vector Machine [50] and Neural Networks [51, 52].

2.1.2 � Outlier rejection

When employing data-driven techniques to develop models for DTs, the quality of the data becomes paramount. It’s 
crucial to ensure that the data used for training models is representative and devoid of out-of-distribution data or outliers. 
To achieve this, preprocessing steps are essential, involving the removal of such data points from the dataset. Additionally, 
outlier rejection techniques can be applied not only during model training but also within the monitoring module. By 
doing so, anomaly detection and fault analysis can be enhanced, leveraging the data obtained from the process to 
improve the overall reliability and performance of the DT system. In the field of outlier rejection several methods can be 
employed such as distribution based (Covariance estimation), clustering based (DBSCAN) or more complex techniques 
such as Isolation Forest.

A simple approach to outlier detection involves assuming that the regular data follow a known distribution, such as 
a Gaussian distribution. Based on this assumption, which aim to characterise the shape of the data, observations that 
deviate significantly from this expected shape can be identified. The minimum covariance determinant (MCD) method 
of Rousseeuw [53] is usually used to estimate the covariance matrix Σ of the Gaussian-shaped data, while Mahalanobis 

(1)yk = Wknxn+ ∈k

(2)Wkn =
(

xT
n
⋅ xn

)−1
⋅ xT

n
⋅ yk
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distance 
(

DM

)

 in Eq. (3), is used to define the outliers with respect to estimated covariance and the mean or median 
value (�).

Although this method is simple, complex distributed data can reduce the performance in discovery outliers. For this 
reason, other techniques like Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [54] and Isolation 
Forest [55, 56] can be used. DBSCAN is a clustering algorithm specialised in discover clusters of arbitrary shape in spatial 
datasets and it inherently excludes outliers from clusters by classifying them as noise points, which remain unassigned. 
Its density-based approach enhances robustness to outliers, prioritising the identification of dense regions over fitting 
every data point into a cluster, unlike techniques such as KMeans. Isolation Forest is a specialized anomaly detection 
algorithm based on Random Forest. It isolates outliers by randomly selecting features and splitting data based on random 
values within those features. The number of splits needed to isolate a sample is used as metrics to identify an anomaly 
in the dataset, since shorter path lengths are typically produced for anomalies due to random partitioning.

2.1.3 � Data pre‑processing

The autonomous level of DTs require automated self-learning processes, in which complex statistical learning techniques 
are increasing in their utilisation. Several studies have demonstrated the requirement of pre-processing the data to 
enhance the algorithm performances, once features have been extracted from raw data.

Especially in the field of statistical learning, closely distributed feature values facilitate faster and more effective 
training. Scaling methods, such as normalisation, reduces the distance between data units by making them more suitable 
for statistical methods which uses distance metrics to evaluate outliers or to classify samples. Another scaling method 
employed is standardisation, which allow to uniform the distribution of the data points, which can be beneficial for 
density-based methods [57].

Being more precise, Normalisation, also known as Min–Max scaling, rescales the features of a dataset to a fixed range, 
usually between 0 and 1. It adjusts the values proportionally so that the minimum value of the feature becomes 0, and 
the maximum value becomes 1.

The normalisation ensures that all features have the same scale, preventing one feature from dominating the others 
during training. Additionally, this helps algorithms converge faster, especially gradient-based algorithms like neural 
networks. On other hand, Standardisation, also known as Z-score normalisation, transforms the features of a dataset to 
have a mean of 0 and a standard deviation of 1. It centres the data around 0 and scales it to have a unit variance.

The standardisation makes the distribution of each feature more symmetrical and Gaussian-like, which can improve 
the performance of certain algorithms. Furthermore, it mitigates the effects of outliers, as the scale of the data is based on 
the standard deviation rather than the range of values. The results obtained using scaling techniques is shown in Fig. 6.

2.2 � Digital object layer

Modelling and simulation are the most important components of a DT, providing the framework for creating the virtual 
replicas of physical entities. This component encompasses the development of mathematical models, algorithms, and 
computational techniques to mimic the behaviour and dynamics of real-world systems with high accuracy. Through 

(3)DM(x) =
√

(x − �)TΣ−1(x − �)

Fig. 6   Comparison between 
normalisation and standardi-
sation scaling techniques
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sophisticated modelling techniques, DTs can accurately capture the complexities and intricacies of physical assets, 
enabling predictive analysis, scenario testing, and optimisation of the physical asset. The mathematical model can 
be constructed using either high-fidelity physical simulations, such as Finite Element Analysis (FEA), or data-driven 
techniques that learn underlying system relationships from input–output data. The latter approach leverages pre-
processed data generated by the perception layer in terms of both raw data coming from sensors and extracted features.

2.2.1 � Physical and data‑driven models

Physical models—also known as white-box model—are based on the principles of physics and are often derived from 
first principles and expressed through derivative equations. These equations can manifest in various forms, ranging 
from intricate 3D finite element models to simplified lumped models, yielding both detailed and generalised results 
[58]. However, despite their strengths, physical models are not immune to limitations. They necessitate a complex 
knowledge of system parameters, material properties, and boundary conditions, which may not always be readily 
available or precisely known. This reliance on specific data can lead to the creation of overly complex models that may 
not accurately reflect the complexities and uncertainties present in the real world. Moreover, the computational demands 
of physical models can present significant challenges, especially when simulating large-scale or highly dynamic systems. 
Balancing the need for model fidelity with computational efficiency often requires engineers and researchers to resort 
to simplifications or approximations.

On other hand, data-driven models are emerging as powerful tools that, unlike their physical counterparts, allow 
to syntheses an input–output hidden relationship using the data captured during experimental campaigns or during 
the life of the products/systems. At the heart of data-driven modelling lies a diverse array of techniques designed to 
extract insights from data such as regression, auto-regression and classification analyses. While data-driven models offer 
immense promise, they are not without challenges. Despite their ability to develop complex models for complex systems 
using the data, several additional challenges exist such as low generalisation outside observed data (or overfitting) and 
low interpretations of the underlying mechanisms driving the observed phenomena, which resulted in these models 
being categorised as black-box. Overfitting is a critical challenge in ML that occurs when a model becomes overly complex 
and learns the training data too closely, compromising its ability to generalise to new, unseen data. This phenomenon is 
characterised by high performance on the training set but poor performance on the validation set, and several solutions 
can be used to reduce this problem, such as regularisation or early stopping [59].

Overfitting is often a challenge in DT development due to limited test data in particular extreme or unsafe operating 
conditions. This data scarcity in this region often results in a dataset with low variance, increasing the risk of overfitting 
despite its size. In Fig. 7 is shown how low-variance dataset within boundary region can reduce the prediction perfor-
mance of a DT. To address this, incorporating grey-box models can augment the dataset with simulated data generated 
from physical models, especially in data-sparse regions such as boundary conditions, which are complex to obtain in 
the real-world. This hybrid approach improves model performance and generalizability thanks to the improvement of 
dataset variance.

2.2.2 � Polynomial regression for static model

Regression analysis is a data-driven modelling technique which allow to find a relationship between the dependent 
variables x and the targets y. Mathematically a regression task can be described as in Eq. (4), in which a function f� with 
parameters � is used to map the input with the output.

Fig. 7   The poor generalisation 
introduced by overfitting can 
drastically reduce the perfor-
mance of DT model within 
boundary regions
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The most used regression model is the linear regression, where the relationship is assumed to be linear as reported 
in Eq. 1. Since the regression is a supervised learning approach, the weights W multiplied by the input vector x can be 
estimated using the knowledge of the desired outcome (y). As introduced in the previous sections, OLS estimator, Lp 
estimator methods can be used to estimate the weights W. However, also gradient descent optimisation [60] methods 
can be used to optimise the parameters W in a linear regression or can be used to estimate the parameters � in a more 
complex form of differnetiable regression function. Although linear regression is simple to train, it is limited to capturing 
linear relationships between data. To address the linear relationship problem between data, Polynomial regression, as 
expressed in Eq. 5, can be employed, which assumes an nth degree polynomial model between the independent variables 
and the dependent variable, which allow this model to capture non-linearities in the model.

where y is the dependent variable, x is the independent variable, �n are the regression coefficients, n is the degree of the 
polynomial, and ∈ represents the error term. The degree of the polynomial determines the complexity of the relationship 
that can be captured. Higher-degree polynomials can fit the data more closely but may risk overfitting, especially with 
limited data, so it is essential to strike a balance between model complexity and the risk of overfitting. As in standard 
linear regression, several methods can be used to estimate the parameters � . If no correlation between inputs is assumed, 
the most popular method used is the OLS estimator.

2.2.3 � Auto Regressive Polynomial model for dynamic model

An Autoregressive Regression (AR), is a statistical model used in time series analysis to model dynamic systems, in which 
the current state depends on previous states or observations. Mathematically, a linear AR model of order p, denoted as 
AR(p), can be represented as in Eq. 6.

where yt is the value of the variable at time t, c is a constant term, �p are the autoregressive parameters representing the 
effects of the previous p values on the current value and ∈t is the error term assumed to be independent and identically 
distributed with mean zero and constant variance.

AR models can use both linear and polynomial regression models and the parameters of the p lags can be found 
using OLS or gradient-based techniques. However, most of physical dynamic systems change their behaviour subject 
to external control actions or eXogenous variables, which are independent by target variable y.

Mathematically, an ARX model (AutoRegressive with eXogenous variable) can be described as in Eq. 7, in which, �q are 
the parameters representing the effects of the exogenous variables, xq,t on the current value.

As for polynomial regression, also the auto regression requires careful consideration of polynomial degree in both 
input and time dimensions. To prevent overfitting and ensure good generalisation, a balance must be found between 
model complexity and data fit through manual tuning or specific domain knowledge.

2.2.4 � Neural Networks for regression and classification

Neural networks are computational models inspired by the human brain’s structure that consist of interconnected nodes, 
or neurons, organised into multi-layers structures. Each neuron receives inputs, processes them through a non-linear 
combination described as in Eq. 8, and produces an output that represent the input for the following layers.

where g is a non-linear function, or activation function, that allow to non-linearly combine the linear combination of the 
input of the previous layer. In this architecture each neuron is responsible for the non-linear combination of the input 
coming from the previous layer using the described equation. Typical activation functions are the sigmoid, the hyperbolic 

(4)yk = f�
(

xn
)

(5)yk = �0 + �1xn + �2xn +⋯ + �nx
n
n
+ ∈

(6)yt = c + �1yt−1 +⋯�pyt−p+ ∈t

(7)yt = c + �1yt−1 +⋯�pyt−p+ ∈t +�1x1,t +⋯ + �qxn,q+ ∈t

(8)yk = f�
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tangent and Rectified Linear Unit and each of them is able to capture some degree of non-linearity in the data, leading 
into different results [61].

Backpropagation is a key algorithm used to train neural networks [62].
It works by iterative adjusting the weights of connections between neurons to minimise the difference between the 

network’s output and the desired output. By continuously updating the weights based on the error, the network learns 
to make better predictions over time. Neural Networks models can be used to solve both regression and classification 
tasks and as the polynomial regression models are largely used in several industrial fields for modelling static [63–65] 
and dynamic [66] systems, classify defects [67, 68], optimisation [69] and discover anomalies [70]. Although the basic 
architecture is common for both regression and classification, what is different is the output layer. In a regression task 
ReLu or linear activation are generally employed in the output layer, while sigmoid or softmax are employed for classi-
fication task, converting the output layer into class-probability. Complex non-linear dynamic systems can be described 
by AutoRegressive or ARX Neural Network, as shown in Fig. 8, if the input are the lagged values of the physical variables.

Unlike the previously presented traditional models, neural networks, and particular some complex architectures such 
as Recurrent Neural Networks (RNNs) [71], Long Short-Term Memory (LSTM) [72], and Gated Recurrent Units (GRU) [73], 
do not necessitate predefined structural assumptions about the system in either time or input spaces. Nevertheless, 
tuning the substantial number of hyperparameters in these models can be challenging. However, recent advancements 
in automated machine learning (AutoML), facilitated by libraries like Optuna, offer efficient hyperparameter optimisation 
[74].

2.3 � Data integration in digital twin

In the modern digital era, effective data management is crucial for streamlining industrial operations and enabling data-
driven decision-making. With the advent of digital transformation, industries utilise advanced technologies to facilitate 
seamless data flow throughout the production cycle. However, alongside the benefits, the escalating complexity of data 
management and production presents significant challenges for industrial assets [75–78].

In navigating this landscape, the integration of concepts like Asset Administration Shell (AAS) and Digital Twin (DT) 
[79, 80] emerges as a strategic approach. By seamlessly connecting with AAS, DTs can access real-time data streams 
and operational parameters of physical assets, enabling predictive modelling and real-time monitoring for enhanced 
operational efficiency and performance optimisation. Thus, in the pursuit of digitalisation, the symbiotic relationship 
between efficient data management, AAS, and DT becomes increasingly indispensable for modern industries [81]. AAS 
and DT are closely interconnected components within the digitalization framework of industrial systems. AAS, acting as 
the bridge between the physical world and its digital representation, provides a structured representation of industrial 
assets, offering comprehensive metadata that serves as a foundation for creating and maintaining DTs.

DTs, in turn, leverage the data and functionality provided by AAS, shown in Fig. 9, to replicate the behaviour and 
characteristics of physical assets in a virtual environment.

By integrating with AAS, DTs can access real-time data streams, historical performance metrics, and operational 
parameters of corresponding physical assets. This seamless connection allows DT to continuously synchronise with 
their physical counterparts, enabling predictive modelling, real-time monitoring, and decision support based on accurate 
and up-to-date information.

To enable integration between AAS and DT, the choice of data exchange and database technology to adopt is 
fundamental. Historically, the industrial world has been strongly oriented towards SQL (Structured Query Language) 
database technology [82, 83], known primarily for its robustness. SQL databases ensure data integrity, have an efficient 
query system, and also support complex relationships between different data entities, making it the most efficient choice 
when it comes to managing structured data.

Fig. 8   An Auto Regressive 
Neural Network architecture
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One of the key aspects that makes SQL databases suitable for integration between AAS and DT is the concept of ACID, 
an acronym that represents the fundamental properties of transactions in a database and defined in [84].

In contrast to SQL databases, with the increasing volume of data and smart devices in modern industry, there arises 
a need to not be strongly bound by the rigid relational structures of an SQL database. For this reason, NoSQL (Not Only 
SQL) data storage models have quickly gained popularity [85].

There is no precise definition for NoSQL models, but studies such as [86, 87] provide clear distinctions from traditional 
SQL databases. This type of database is particularly recognised for one specific characteristic: the absence of relational 
models [88].

Defining data management approaches is crucial, yet another significant step in handling industry-derived information 
is data storage, essential for supporting organisations’ competitive strategies. Establishing a clear, secure storage strategy 
relies on understanding how data will be used and how value will be extracted from it. Components of a storage strategy 
may encompass data accessibility levels (real-time or periodic), standards for data quality, administrative regulations 
governing secure data management, privacy and confidentiality policies, and cybersecurity considerations. Depending 
on the organisation’s strategy, data may be stored in an on-premises environment or in a data centre, which could be 
owned and managed by the organisation itself or a third party (such as cloud computing services). The volume of data, 
overall space requirements, and projected data growth rate will influence storage mode decisions.

Developing a storage strategy typically aligns with data acquisition, as there is a close link between the data to be 
acquired and where it will be stored [89].

2.4 � Application layer

The Application layer stands as the final components in the presented DT framework, embracing key procedures like 
data processing, analysis, and visualisation to extract actionable insights from both collected data in the perception layer 
and estimates values in output to digital object.

Advances analytics methodologies such as statistical analysis and ML may be used in this layer to discover hidden 
patterns or anomalies, which give insights to the users to implement predictive maintenance, anomaly detection, and 
operational optimisations strategies efficiently via Graphical User Interface (GUI). Furthermore, in an advanced DT 
application, the intelligent system can use a Decision Support Systems (DSS), composed by Reinforcement Learning 
(RL) agent [90] or expert systems [91], to make autonomous decision and can use Large Language Models (LLMs) to 
communicate with the user at human-level, via vocal or text command, which are easy to interpret then visual data. These 
self-control and self-monitoring capabilities empower DTs to autonomously make complex decisions, thereby charge 

Fig. 9   An example of how an 
Asset Administration Shell 
(AAS) in the industrial context 
could be structured as pro-
posed in the [81]
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physical assets with intelligence through their digital counterparts. Furthermore, the integration of LLMs enhance the 
communication with human users, whose can easily interact with the DT, enhancing the bi-directional nature of DT also 
from a human-centric perspective.

2.4.1 � Clustering analysis

Clustering analysis involves grouping samples contained in a dataset based on their similarity. Using ML it is possible 
for a DT to identify clusters in a high dimensional space, which is a complex task for a human operator, especially if it is 
done online for high-speed dynamical systems. The similarity between clusters can be evaluated using different metrics, 
but usually Euclidean distance between features of the samples is used. Clustering analysis can be used in DT for process 
monitoring, since obtained the clusters, samples coming from the process can be assigned to each cluster and identify 
system states. The key advantage in this case is the absence of supervised learning techniques, such as logistic regression, 
to classify the system states. Among the existing different techniques in this field, k-means and hierarchical clustering 
are the most employed methods for clustering. Upon cluster identification, a DSS can leverage cluster labels to either 
propose actionable recommendations to the user or autonomously initiate system adjustments to optimise performance.

2.4.2 � Dimensionality reduction

Dimensionality reduction is the process of reducing a number N of variables into a set of M < N variables which describe 
the dataset in a low dimensional space. Techniques like Principal Component Analysis (PCA), t-Distributed Stochastic 
Neighbor Embedding (t-SNE) and UMAP [92] help in simplifying models, reducing computation time, and mitigating 
the curse of dimensionality while preserving essential relationships in the data. This key feature associated to DTs are 
particularly useful to visualise high-dimensional data and speed up the computational process of cognitive modules 
which allow to take autonomous decision on the physical object. t-SNE is particularly powerful for preserving local 
similarities and revealing patterns such as clusters after the reduction and is more suitable for reducing dimensionality 
of non-linear data with respect to PCA. However, it is computationally intensive and primarily used for visualisation rather 
than for downstream machine learning task, in opposition to PCA. For this reason, t-SNE can be used in slow-dynamic 
systems and for visualisation purposes rather than feedback control or real-time monitoring applications. Therefore, the 
dimensionality reduction techniques is particularly useful for data visualisation. Once data have been extracted from 
the physical asset in the perception layer, reducing the dimensionality allow for data visualisation in 2D or 3D space to 
the user, which can leverage scatter plot, time series plot and CAD replica to visualise and monitor in the digital space 
the physical asset and its performance.

2.4.3 � Fuzzy logic

Fuzzy logic is a form of many-valued logic derived from fuzzy set theory to handle reasoning that is approximate rather 
than precise. Unlike binary sets, fuzzy logic variables may have a truth value ranging between 0 and 1. In Fig. 10 is shown 
an example of 1D—Fuzzy chart. Using expert knowledge, the system can be described in different discrete states associ-
ated to the input level, as well the control action of a Fuzzy controller. The fuzzification depends by the design of fuzzy 
roles or membership, which are typically trapezoidal and triangular. The trapezoidal membership function consists of 
a flat top (where the membership value is 1) and two sloped sides where the membership values increase or decrease 
linearly, while the triangular membership function is characterised by a peak (where the membership value is 1) and two 
linear slopes that decrease to 0 on either side of the peak.

Fig. 10   An example of 1D 
Fuzzy chart with 1 input and 5 
different states
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Fuzzy logic can be used to take autonomous action on the physical asset or to suggest different strategy of intervention 
to the user, which can display this suggestion in the proposed GUI, which guarantee the simplest communication 
between users and DTs in the application layer.

2.4.4 � Reinforcement learning

Reinforcement Learning (RL) is a rapidly growing subfield of ML that focuses on training agents to make sequential 
decisions in an environment to maximise a cumulative reward signal [93]. RL has emerged as a powerful approach for 
solving complex decision-making problems in various domains, including robotics, game play, and autonomous systems 
[94, 95]. In the context of DTs, RL offers a promising framework to enable intelligent decision-making and control in 
manufacturing systems [96–98].

The core idea behind RL, shown in Fig. 11, is to learn optimal policies through trial-and-error interactions with the 
environment. An RL agent learns by taking actions in the environment and observing the resulting rewards and state 
transitions. The goal is to find a policy � , which maps states to actions, that maximises the expected cumulative reward 
over time.

One of the most popular RL algorithms is Q-learning [99], that can be used when the action space is discrete. It learns 
an action value function Q(s, a) that estimates the expected cumulative reward for taking action a in state s and following 
the optimal policy thereafter.

Another prominent RL approach is the policy gradient method [100, 101] used for continuous action space. This 
algorithm directly learns a parameterised policy ��(a, s) that maps states to action probabilities using a function 
approximator, such as polynomial regression or neural networks.

In the context of manufacturing systems, RL has been applied to various problems, such as production scheduling 
[102], process control [103], and maintenance optimization [104]. By integrating RL with DT, manufacturers can create 
intelligent agents that learn optimal policies to control and optimise manufacturing processes in real time [105].

As for Fuzzy Logic, RL agents can leverage a rich data environment encompassing raw sensor data, extracted features, 
cluster labels, and DT predictions to autonomously make decisions or provide user-oriented recommendations through 
a DSS. Furthermore, RL agents are emerging as optimal online feedback controllers in the realm of complex, nonlinear, 
or poorly understood dynamic systems, where precise target tracking is paramount [106].

2.4.5 � Large Language Models to enhance bi‑directional communication with human user

In recent years, Large Language Models (LLMs) have achieved significant advances in Natural Language Processing 
(NLP), empowering computers with unprecedented abilities to understand, analyse, and generate human-quality text. 
These models, boosted by Transformer architectures like GPT and LLAMA, are trained on massive datasets to acquire 
their remarkable language proficiency [107]. Through accessible application programming interfaces (APIs), LLMs are 
being seamlessly integrated into a wide range of industries, including chemistry and advanced materials [108], smart 
buildings [109], and manufacturing [110], revolutionizing operations and decision-making processes.

The Transformer architecture employs self-attention [111] to weigh the importance of different input parts, capturing 
complex dependencies, determining the importance of each word in relation to others via attention score, leading to a 
contextual understanding.

Fig. 11   A general scheme of 
Reinforcement Learning



Vol.:(0123456789)

Discover Applied Sciences           (2024) 6:502  | https://doi.org/10.1007/s42452-024-06206-4	 Review

LLMs are fundamentally transforming the way humans interact with and derive value from complex systems. Users 
can now communicate with machines using both textual and vocal commands, requesting specific tasks or insights. 
In response, LLMs process these requests, interact with underlying ML models and data, and deliver clear, human-
understandable feedback, often in natural language format. This bidirectional communication loop, shown in Fig. 12, 
empowers users to engage in dynamic, iterative exploration and decision-making processes, enhancing the visualisa-
tion and decision support capabilities of DTs by providing a conversational interface. Essentially, LLMs act as the bridge 
between human intent and machine intelligence, enabling a more fluid, efficient, and effective collaboration between 
users and complex systems, a topic that is at the centre of transition to a more human-centric Industry 5.0 paradigm.

3 � Application of machine learning in digital twin technology

As discussed in the introduction the earliest definition of DTs is that it is a virtual replica of a physical object, process 
or system. With the virtual replica, there are two streams of interpretation where one sees it as a mathematical model, 
while the other focuses on the visualisation. Nowadays, in addition to physical and data-driven based models, DTs can 
encompass visual elements through the addition of 2D or 3D models to bring contextual meaning to the data, whether 
real-time or predicted. However, its scope slight changes for different research fields. For example, in relation to the 
Industry 4.0 principles, DTs have a broader scope and is neither the mathematical analytical model nor the visualisation. 
DTs and simulations are also not alike. Unlike simulations that operate offline, DTs have online integration with data 
streams acquired from real equipment or processes and the simulation is a component of a DT to enable analysis and 
produce desired results such as predictions or fault detection. While the specific requirements for DTs vary across different 
scientific domains, the proposed framework, comprising perception, digital object, and application layers, offers a 
versatile foundation. As detailed in Sect. 2, ML is an indispensable component of this framework and its application 
across diverse fields. This section provides a comprehensive overview of ML applications in DT development, categorised 
by scale (unit, system, and system of systems levels). By examining existing literature, we aim to explain the diverse ways 
ML is employed to construct DTs in various scientific contexts.

3.1 � Digital twins for advanced materials

The development of DTs in materials science represents a cutting-edge frontier, integrating advanced digital technologies 
to model, simulate, and optimise material properties. A DT serves as a virtual counterpart of a physical material, 
enabling researchers to investigate material behaviour under diverse conditions without the constraints of physical 
experimentation. This approach offers substantial benefits, including optimised design and accelerated testing.. As a 
foundational component of any physical system, a material DT occupies the unit level within the DT hierarchy (see 
Fig. 5). Global initiatives such as ICME, MGI, MGE, HCPS, and Industry 4.0 have significantly advanced both data and 
design infrastructures, propelling the field of materials science forward [112, 113]. Despite the established prominence 
of physics-based models like Density Functional Theory (DFT) and Molecular Dynamics (MD) in materials science, there 
is a growing interest on data-driven ML approaches to generate digital models for materials in the field of DTs. This 
shift is driven by the potential for ML models to outperform traditional methods, especially when trained on extensive 
datasets incorporating accurate quantum or experimental data [114]. Such advancements are crucial for the design of 
novel materials with targeted properties. Kadupitiya et al. [115] proposed a ML surrogate regression model to estimate 
the output features of MD simulations that allow for a 10,000 times smaller simulation time with high fidelity. This 
innovation allows to visualise and simulate the system in a fast way, enabling optimisation in design of material with 
specific material proprieties. Similarly, Shanks et al. [116] proposed the usage of local Gaussian process (LGP) surrogate 
models to accelerate Bayesian optimisation of materials thermophysical properties.

Fig. 12   The bidirectional com-
munication loop to the user 
enabled by LLM
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As proposed by Vozza et al. [117] by leveraging Electronic Structure simulations and synthetic Scanning Tunnelling 
Microscopy (STM) images (see Fig. 13), the atomic-scale structures can be related to the materials properties employing 
state-of-art ML techniques such as Yolo and XGBoost classification model.

While experimental data is commonly used, incorporating high-fidelity simulation data from computational models 
can enhance dataset completeness and reveal hidden relationships. This hybrid approach, referred as grey box, combines 
experimental observations with simulated data, leveraging techniques like diffraction measurements and generative 
models (GANs) to create comprehensive datasets for advanced analysis [118–120]. As mentioned, ML is largely employed 
for materials optimisation, and several studies have demonstrated that Reinforcement Learning overperform similar 
methodologies in optimisation, especially in cases in which a model for the system is not available [121, 122].

Furthermore, one of the most sophisticated approaches in the construction of DTs for materials is the use of multiscale 
models [123–125]. Materials exhibit behaviours and properties that vary across different length and time scales, from 
atomic and molecular levels to macroscopic levels. Multiscale models aim to integrate information and phenomena 
across these scales, providing a comprehensive and coherent view of the material. At the atomic and molecular scale, 
technologies such as molecular dynamics (MD) and Monte Carlo (MC) [126] methods are used to study atomic interactions, 
crystalline structure, atomic defects, and diffusion processes, which are crucial for designing alloys, semiconductors, 
and polymeric materials. At the microscopic scale, finite element methods (FEM) and discrete grid methods (DEM) 
are employed to model the microstructure of the material, including grains, phases, and dislocations, thus predicting 
properties like strength, ductility, and toughness [127, 128].

At the macroscopic scale, finite element analysis (FEA) and continuous methods simulate the overall behaviour 
of the material under mechanical, thermal, and chemical loads, essential for structural design, life cycle analysis, and 
performance evaluation in real operational conditions.

This study underscores the emergence of DTs as virtual representations of physical systems in advanced materials. 
Empowering ML, DTs excel in generating high-fidelity, computationally efficient multiscale simulation models 
and optimising material composition and structure thanks SOA methods like generative ML and RL. Despite these 
advancements, challenges persist, including the integration of multiscale and multiphysics models, as well as the scarcity 
of experimental data. Additionally, the absence of standardized DT definitions delays progress. However, recent trends, 
such as the application of generative models to synthesize data, offer promising solutions to some of these obstacles.

3.2 � Manufacturing processes

DT technology represent one of the Key Enabling Technologies (KETs) of the fourth industrial revolution and is assuming 
a crucial role in enhancing both manufacturing processes (system level) and manufacturing systems (system of system 
level) [129]. With growing emphasis on sustainability and the widespread accessibility of ML, the integration of DTs 
into manufacturing processes has led to a proliferation of innovative applications [130–134]. A DT of a manufacturing 
process is a system where a digital counterpart developed on the machine software communicates and interacts with 
physical assets, composed by the hardware of the machine and the physical process, e.g. welding, machining, casting, 
additive manufacturing or plastic deformation. This digital counterpart possesses supervisory, diagnostic, predictive, 
and control capabilities which allow to give to the machine self-monitoring and self-control capabilities [135] when 
advanced statistical and ML methods are employed to process the big data acquired by the perception layer. A DT 
framework for Additive Manufacturing process based on the proposed general framework is presented in Fig. 14. Data 
acquired from the perception layer is utilised to forecast system performance using a digital model within the digital 
object layer. Subsequently, this information is leveraged in the application layer to monitor, control, and optimise the 

Fig. 13   From molecule computational representation to synthetic image generation of scanning tunnelling microscopy of 
defected grafene flake [117] which can be used to train ML models useful for ML optimisation of the material properties
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manufacturing process, enabling comprehensive visualisation of the physical asset from both kinematic and process 
perspectives through dedicated applications.

Unlike the previously discussed DTs for advanced materials, a standardised framework for manufacturing processes 
has been established through ISO 23247 [136–138]. Based on ISO 23247 standard, a DT has to contain both physical and 
process components that are interconnected and synchronised through device communications. Therefore, building a DT 
requires a digital representation of the Manufacturing Entities (ME), incorporating both static and dynamic information 
attributes. Static information remains constant throughout the process, while dynamic information changes over time. 
Once the data are collected in the perception layer, several applications of ML can be found in the literature.

Regarding sensor fusion applications, Caggiano et al. [139] proposed an Artificial Neural Network (ANN) based method 
to estimate the tool wear during the drilling process of titanium alloy. This method involves creating a Sensor Fusion 
Pattern Vector (SFPV) using PCA-derived statistical measures of sensor signals. This SFPV is then used to estimate tool 
wear with ANN. Integrating this model with a DSS within a DT can potentially generate predictive models for tool changes 
during drilling operation. Additionally, some authors proposed ML approaches based on image processing to estimate 
online the width and penetration depth of welding processes [140–142]. In this case the estimation of this state of the 
system is used to create feedback loop to the system controller. A similar approach was proposed by Chabot et al. [143], 
in which frequency domain features of sound signal during Wire Arc Additive Manufacturing (WAAM) process is used 
in a linear regression to estimate the torch distance from the substrate, enabling for an indirect feedback loop to the 
control system.

As mentioned above, ML regression techniques can be employed in the perception layer to estimate system states 
online with different purposes. However, similar techniques can be used offline aiming to generate digital models for the 
digital object layer. Li et al. [144] proposed a long-term dynamic model of the WAAM process via LSTM neural network 
which allow to forecast the system states in terms of layer geometry based on input parameters and past values. This 
digital object is then used into this research to develop a Model Predictive Controller (MPC) for the process. However, 
a digital object model can be used also for anomaly detection purposes as shown by Reisch et al. [145]. In particular, if 
a digital object model is obtained using only defect-free deposition data, any excessive error between predictions and 
actual values obtained from the system may suggest the presence of an anomaly. Additionally, Chen et al. [146] used 
ML regression models to generate predictive models of the thrust force and delamination during a drilling process. This 
predictive model generated maps that allow to optimise the process parameters of the next drill reducing delamination 
in composite material drilling. All the presented models are used online and are able to forecast system states based on 
the past values. However, digital models can be static and can be used for optimisation purposes. For example, Xia et al. 
[147] developed ML regression models which allow to estimate the surface roughness of an additively manufactured 
parts based on process parameters employed, allowing to use this model in an optimisation loop, as suggested by Tomaz 
et al. [148].

Finally, ML is largely employed to develop the monitoring application of DT, as an alternative way to the discussed 
employment of the digital model. In particular, Caggiano et al. [149, 150] used statistics to obtain a Sensor Fusion 
Pattern Vector (SFPV) and a Machine Learning Hierarchical clustering to cluster the process state based on multi-sensor 
data statistics during an Electrical Discharge Machine process. The proposed system allowed to enable the supervisory 

Fig. 14   A Digital Twin contain 
a digital model which allow to 
monitor, control and visualise 
the physical asset behaviour 
within the proposed frame-
work
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and diagnostic capabilities of a DT, which can be used to suggest action to the user or take autonomous decision. As 
additional example, Mattera et al. [151] proposed ML methods to monitor online the process using image processing 
and cluster analysis, enabling DT to detect potential anomalies during the deposition process.

This study emphasizes the research efforts of the last years dedicated to integrating ML applications into manufacturing 
processes to improve system performance. As presented, these studies align well with the proposed DT framework. 
Furthermore, the existence of international standards in this domain facilitates the realisation of DTs for manufacturing, 
which are now feasible. However, the shift towards human-centric and sustainable production necessitates new research 
directions. Applications focusing on sustainability rather than performance optimisation will become increasingly 
important. This evolving paradigm calls for innovative frameworks and architectures prioritising sustainability.

3.3 � Manufacturing systems

As discussed for the manufacturing processes, DTs have become a foundation of Industry 4.0, particularly in optimis-
ing manufacturing operations and enabling data-driven decision-making. In the context of manufacturing system, DTs 
operate at a system-of-systems (SoS) level, where individual manufacturing processes communicate and interact with 
the others. As illustrated in Fig. 15, a multi-scale approach is applicable here as well. The perception layer comprises a 
machine layer, collecting data from individual machines, which is then aggregated in a data centre layer serving as the 
central hub for data communication and distribution to the application layer.

DTs provide a virtual representation of the physical manufacturing system, encompassing various elements such as 
machines, conveyors, robots, and production lines [152, 153]. By leveraging real-time data from sensors, IoT devices, 
and Manufacturing Execution Systems (MES), DTs can accurately replicate the behaviour and performance of the actual 
manufacturing system [154].

As for the single machine. typical applications of ML in DTs in manufacturing systems include real-time monitoring and 
control, predictive maintenance, production planning and scheduling optimisation, and virtual commissioning. [155]. 
These applications leverage the data-driven nature of DTs and the statistical/machine learning methods discussed in 
the previous sections to improve system performance and support decision making.

One notable application of DTs in manufacturing systems is the automated discovery and generation of simulation 
models. Lugaresi and Matta [156] proposed a method to automatically discover manufacturing system structures and 
generate Discrete Event Simulation (DES) models from event logs. Their approach utilises process mining techniques 
to identify the topology of the system, estimate the parameters of the model, and generate a simulation model that 
accurately represents the manufacturing system. This automated approach enables the rapid development of DTs 
digital object model that can estimate system performance and support real-time decision making, both automatically 
employing RL techniques or via DSS [157, 158].

Furthermore, DTs facilitate the implementation of flexible and reconfigurable manufacturing systems through virtual 
commissioning. Zhang [96, 103] introduced a reconfigurable modelling approach based on DT for smart manufacturing 
systems. They employed statistical methods, including data analysis, clustering, and similarity matching, to identify 

Fig. 15   A general scheme of 
an Industry 4.0 manufactur-
ing system. Each machine 
acts as a site for different 
data sources, utilising Big 
Data technologies such as 
databases and ML for the 
elaboration in the application 
layer. The system includes 
a graphical user interface 
for user interaction and a 
monitoring module that 
extracts insightful data from 
raw data. This data is then 
used to plan production and 
control each machine in the 
network, ensuring optimised 
and efficient manufacturing 
processes
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reconfigurable modules and generate alternative system configurations. DT enables virtual testing and validation of these 
configurations, allowing manufacturers to evaluate the feasibility and performance of new production layouts and control 
strategies. Using statistical methods and ML within the DT framework, manufacturers can optimise the reconfiguration 
of the system and quickly adapt to changing product requirements and market demands.

Production planning and scheduling optimisation are another area where DTs and statistical methods converge. 
Zhang et al. [103] developed a hybrid optimisation algorithm that combines Genetic Algorithms (GA) and RL to generate 
optimal production schedules. The DT serves as a virtual replica of the shop floor, enabling the simulation and evaluation 
of various scheduling scenarios. The proposed approach utilises statistical methods, such as data pre-processing, feature 
selection, and model training, to enhance the performance of the optimisation algorithm and improve the quality of 
the generated schedules.

RL has shown great potential to enhance the decision-making capabilities of DTs in manufacturing systems. Waschneck 
et al. [102] proposed a deep RL approach to optimise production scheduling in a flexible manufacturing system. 
They trained a deep Q-network (DQN) agent to make scheduling decisions based on the current state of the system, 
considering factors such as machine availability, job due dates, and setup times. The DQN agent learns to minimise 
tardiness and maximise throughput by exploring different scheduling strategies and learning from the resulting rewards. 
In the area of maintenance optimisation, Siraskar et al. [104] proposed an RL-based approach for predictive maintenance 
in manufacturing systems. They trained a DQN agent to make maintenance decisions based on the condition monitoring 
data of the machines. The RL agent learns to schedule maintenance actions to minimise downtime and maintenance 
costs while ensuring machine reliability. However, the application of RL in manufacturing systems also presents several 
challenges, such as the need for large amounts of training data and the scalability and interpretability of RL algorithms. 
Researchers are exploring various approaches to address these challenges, including transfer learning [159] hierarchical 
RL [160] and explainable RL [161]. These techniques aim to accelerate learning, improve scalability, and enhance the 
interpretability of RL-based DTs in manufacturing systems.

The integration of DTs and ML has demonstrated significant potential for optimising manufacturing resources 
through both visualisation and ML optimisation techniques such as RL and GA. This combination empowers data-driven 
decision-making across various manufacturing operations, from automated simulation model generation to production 
scheduling and maintenance optimisation. Furthermore, the multi-scale nature of DTs enables the utilisation of machine-
level monitoring information to assess performance and detect anomalies within manufacturing networks. However, 
advancements in ML for network monitoring can be leveraged to identify anomalies both within and across factories, 
paving the way for system-of-systems level monitoring applications.

3.4 � Built Environment and Clean Energy

In the effort to improve energy efficiency in buildings while ensuring occupancy comfort, there is a push for energy 
flexibility of buildings to manage energy demand and generation that varies with the climate, occupancy comfort and 
load on the distribution grid, and transition from fossil fuels to renewable energy sources [162]. Energy flexibility can be 
obtained by testing various control strategies on a building and the operation of their systems. This requires a building 
model representing the thermal interactions within the building from internal heat gains, occupancy patterns and 
climate conditions, and equipment such as heat pumps, HVAC systems, solar photovoltaic systems and electric vehicles 
to estimate energy consumption. In this sense, Digital Twin technology can be utilised in order to create a virtual replica 
of a physical system allowing for real-time monitoring, analysis, and optimisation.

For what concern the digital object layer, researchers have applied a white-box to black-box and grey-box (hybrid) 
approaches to achieve energy flexibility [163]. The white-box method being traditional physics-based models accounts 
for physical processes and can be created using building energy simulation programs such as EnergyPlus, TRNSYS, and 
Modelica. On the other hand, the black-box method is data-driven and utilises statistics and machine learning algorithms 
such as regression analysis.

The grey-box or hybrid model, utilises the advantageous characteristics of both the white-box and black-box models, 
and can be developed in different ways. For example, Lin et al. [164] created a model using Modelica to describe the 
dynamic behaviour of a HVAC system. However, some elements in the Modelica model used data-driven techniques 
and advanced statistical methods to approximate key parameters of the building such as physical properties of walls. 
Another method presented to develop hybridized models is to create physics-based models and test control strategies 
using Model Predictive Control or machine learning algorithms [165, 166]. Also in this case RL and other ML optimisation 
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algorithm can be used to optimise resources within the application layer of the proposed DT framework thanks to digital 
model of the system, hosted in the digital object layer [167, 168].

However, these models only represent the physical behaviour of a building and are one component that make up a 
DT to produce desired output information such as key performance indexes to assist with decision making. Returning to 
the definition of digital twins, other investigative works focus on the acquisition of real data from equipment or systems 
using Internet of Things and the mapping of the data from the physical entity to the virtual replica [169].

Work undertaken by [170] describe a platform called the Data Clearing House. It acts as a unified repository for time-
series data and metadata and maps those data points to a semantic model that follows the building-related ontology 
called Brick Schema [171]. This platform enables the ingestion of data from Building Management Systems (BMS) that 
oversee the operation and management of building assets, and from Internet of Things devices which are more common 
in modern buildings. It also overcomes inconsistencies with data point labelling conventions from different BMS service 
operators through the use of the ontologies. This process enables greater interoperability and scalability by allowing 
seamless addition of other models such as the analytical simulation models described earlier.

Monitoring applications represent another common use case for ML in this domain. Talei et al. [172] exemplify this 
by demonstrating how time series analysis and ML can identify inefficiencies in HVAC consumption management. Their 
method pinpoints time slots for reduced HVAC usage, given that these systems are significant electricity consumers in 
buildings. The insights from this monitoring module can be integrated into DTs with advanced control strategies or DSS to 
enhance building performance and sustainability. As previously discussed, both grey system modelling and monitoring 
applications, combined with ML optimisation techniques, contribute to advancements in the field of DTs.

4 � Conclusions

This study presented and discussed a generic framework of digital twins and its applications across various research 
domains. Through a review analysis, it was revealed that statistics and machine learning methods play a pivotal role 
in the development and integration of digital twin technology in multiple disciplines. Key characteristics such as 
multidisciplinary and multi-scale aspects of digital twins were emphasised, along with the applications of data-driven 
techniques enabled by machine learning for modelling, visualisation, monitoring and optimisation. Both traditional and 
innovative techniques were examined, with references to relevant ISO standards in the fields where present. Additionally, 
the introduced advantages of digital twins, the state-of-the-art of various applications, and the ongoing challenges in 
the analysed research fields were presented, including advanced materials, smart buildings, manufacturing processes, 
and manufacturing systems. This work provides a comprehensive overview of the potentials and challenges of digital 
twins, laying a solid foundation for future research and advancements in this continually evolving field, in which statistics, 
probability and machine learning plays a crucial role.
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