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Abstract—Analysis of root images is a significant part of root 

studies for gathering data on key traits of root systems. Better 

understanding of plant roots and its interactions are beneficial 

to the agricultural sector. These allow for better designing of 

cultivation systems and techniques that optimize the resource 

use efficiency of crops. Studying root structures may entail the 

use of imaging methods and further image analysis. Here, the 

use of convolutional neural network (CNN) is explored as tool to 

classify root images as monocot (banana, corn) or dicot (peas, 

peach, germander, pennycress) plants and to extract the 

numerical value of total root length as the main crop phene. The 

results of the ReLU-activated PriceNet CNN classification 

model showed a high accuracy of 99.2% in sorting images as 

monocot or dicot. The PriceNet regression model for total root 

length exhibited an R2 value of 0.903 and it was able to perform 

the analysis without separating monocot and dicot image 

datasets. These models were also able to speedily perform test 

predictions, requiring 4-5 seconds to process the 1500 test 

samples. This confirms the fast computation potential that 

neural networks have in image analysis. As an additional 

benefit, the regression model was trained to predict total root 

length for both monocot and dicot root systems and work with 

datasets with mixed compositions of images. 

Keywords—Convolutional Neural Network, Root Imaging, 

Classification, Regression, Feature Extraction 

I. INTRODUCTION 

 Plant roots are underground organs mainly responsible for 
absorbing water and nutrients from the soil. Because of this 
role, advancements in root studies would help improve plant 
productivity and in turn, improve agricultural yields and food 
security [1]. Some innovations include creating zones of high 
nutrient density to maximize the crop yields while lessening 
the total amount of nutrients needed in soil preparation [2]. 
Analysis of root traits is also a method explored in assessing 
plant health and detecting disease, such as the use of dataset 
analysis to quantify damages to cassava root caused by 
necrosis [3]. 
 One basic aspect in root analysis refers to the 
classifications that flowering plants fall under, monocot and 
dicot [4]. The divergence of the two families is largely shown 
through morphological differences, such as the shape and 
venation of leaves and the structure of roots [5]. Dicot roots 
are identified to be generally taproot systems with single 
primary roots, whereas monocots have fibrous root systems 
with multiple primary roots. These differences also affect root 
features such as lateral root growth and how vascular tissues 
are organized in the roots [6]. These variations also lead to 
differences in function, as dicot/monocot crop rotations have 
been observed to benefit the diversity of beneficial 
microorganisms in soil, suggesting better soil fertility [7]. For 
root imaging, to allow for proper characterization, root 
analysis schemes should be able to discern between dicot and 
monocot root structures. 
 In the field of plant root imaging, rhizotron setups are 
valuable tools to study root systems. These are planting 

containers which use transparent material as windows through 
which the roots of the plant can be seen as it grows through 
soil or other media. This overcomes the initial barriers to 
studying roots, the opaque nature of the surrounding soil. The 
design of their dimensions also constrains the growth of the 
roots to be relatively flat or two dimensional to easily image 
the entire root system [8]. Medical imaging techniques such 
as MRI and X-ray CT scans have been developed to also allow 
for 3D root imaging [8], [9]. Electrical tomography methods 
have also been explored for this purpose [10]. 
 Previously, to obtain data from rhizotron setups, manual 
tracing was required [11]. This method can be time consuming 
and inaccurate due to human error and inaccuracies. Scanners 
and cameras suited for the task have been developed help 
minimize error during data collection. These are then fed to 
specially developed algorithms and software to digitally 
extract data from the acquired root images. One such 
successful method among others is the WinRHIZO software, 
a flexible software for root analysis [12]. Other root 
architecture analysis programs include MyROOT, 
RhizoChamber-Monitor, and ARIA [13]–[15]. There also 
exist software dedicated to simulating synthetic root systems 
under different conditions, such as OpenSimRoot [16]. These 
various tools help better understand root architectures for 
improving agricultural yields and ensuring plant health.  
 The trending interest with neural networks and other 
machine learning methods was brought about by the increase 
in computer processing power [17]. Convolutional neural 
network (CNN) has successfully been used in different fields 
for the purpose of image analysis to predict data. These 
include price prediction, inversion algorithm, and Covid 
detection [18]–[20]. The versatility of neural networks come 
from the design of their architecture, with larger and deeper 
designs being capable of learning more complex features [21]. 
As an example, the ChronoRoot system combines 3D printed 
rhizotron setups with CNNs for the purpose of time-based root 
image studies [22]. When utilized for root analysis, it allows 
the development of feature extraction systems with minimal 
supervision, rather than developing specialized algorithms for 
each desired measurement. Neural networks also have the 
benefit of having fast prediction speeds after the 
computationally heavy training period [23].  
 Aside from CNN, other machine learning techniques have 
been used for root architecture and adjacent studies. The 
MyROOT software utilizes support vector machine models to 
differentiate the hypocotyls and roots of seedlings [13]. 
Random forest, artificial neural network, and support vector 
machine techniques have been used to classify plants to 
different levels of root-soil moisture based on phenotyping 
traits, to aid in precision irrigation systems [24].  
 For the objectives of image analysis of this study, 
PriceNet, an existing CNN architecture, will be used. PriceNet 
was initially developed to derive price ranges and exact price 
values of commercially available bikes and vehicles from 
singular images [18]. This architecture was selected due to its 
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relative simplicity and capability to be used on both regression 
and classification problems just with adjustments to the output 
layers [18]. In addition, overly complex models for a task can 
run the risk of having redundant parameters and overfit to the 
training data [21]. 
 To aid in understanding root architectures, this study aims 
to explore the utilization of convolutional neural networks, 
particularly PriceNet, for the study and analysis of root 
images. The identification of functional CNN models would 
help provide another tool in crop root studies and demonstrate 
the versatility of neural networks. The target output of the 
neural network is the categorization of monocot and dicot 
species and the extraction of data on total root length of the 
imaged root systems. The study utilizes available synthetic 
image libraries for the training of the CNN. 

II. METHODOLOGY 

 The processes of the methodology can be summarized in 
Fig. 1 below. The first two steps prepare the dataset for the 
CNN to use. The images that will be taken as input will be 
resized to similar sizes, while the output values are compiled 
onto a csv file. The training of the CNNs will then be executed 
through TensorFlow and Keras, during which, epochs with the 
best performing models are saved. These saved models are 
then tested and evaluated. Finally, the developed PriceNet 
models will be compared to the previous study’s performance. 

 
 

Fig. 1. Methodological architecture in classifying monocot and dicot species 
and regressing root length based on imaged root systems using CNN. 

A. Description of Root Image Dataset  

 The dataset utilized in the study is acquired from a 
previous study that generated the dataset for the purpose of 
assisting root research studies [25]. It comprises three 
components: 10,000 images, true descriptor csv files, and 
estimator csv files. The images were simulated greyscale 
figures synthesized by ArchiSimple, a root model program, 
with a 50%:50% split between monocot and dicot root 
systems. ArchiSimple was created to generate root systems 
based on physiological parameters [26]. By basing the growth 
patterns of the roots primarily on physiological parameters 
such as root diameters, it allows the program to become 
independent from predetermined root categories and species. 
This is unlike other root modeling programs that are based on 
growth patterns of specific plants. By adjusting these generic 
parameters, ArchiSimple can then be calibrated to emulate 
root systems that are characteristic of specific species [26]. 
Each image was created with randomly generated values for 
the physiological parameters, thus are not necessarily 
representatives of specific plant species. The simulated plant 
roots were constrained to only grow in a 2D space. 
 The second part of the dataset are values directly obtained 
from the ArchiSimple and are true descriptors for the images. 
The morphological and geometric traits of the model were: 

total root length, total primary root length, total lateral root 
length, mean of primary root lengths, mean of lateral root 
lengths, number of primary roots, number of lateral roots, 
density of lateral roots, mean diameter of primary roots, mean 
diameter of lateral roots, and insertion angle of lateral roots 
[25]. The parameter values used to generate each image are 
then compiled to a csv file. Some of the images from the 
dataset are shown in Fig. 2. Labels were added to the figure to 
point out the surface level, lateral roots, and primary roots of 
the figures. These parts of the root system hold different 
purposes for the overall root architecture [27]. 

B. Description of Root Estimators Dataset 

The third portion of the dataset, the estimator csv files, 
utilized Root Image Analysis-J (RIA-J), a plugin for image 
analysis, to generate descriptive estimator traits from the 
synthetic root images. The estimators include root area, 
length, root tip count, mean diameter of roots, maximum 
width and depth, width-depth ratio, center of mass 
coordinates, area of minimal convex shape, and convex area-
root area ratio [28]. 

The dataset’s developers then proceeded to train random 
tree networks to relate these estimators to the actual true 
parameters of the images. This was done to test the potential 
of synthetic analysis for the study of root data. The developers 
trained these networks separately for monocot and dicot data, 
after they concluded that there are significant differences 
between the values of the two root systems. 

The CNN models in the next two sections will attempt to 
use the dataset of both monocot and dicot roots 
simultaneously, both to classify between the two types and to 
predict total root lengths of both root systems. When 
compiled, the 10,000 values for total root length have a range 
of 6.911 to 2,455.025 mm. 

 

Fig. 2. Sample images from the Simulated Root Images Library [25]. 

 
 The images generated had variable dimensions, with 
widths ranging from 130 to 4023 pixels and heights ranging 
from 1221 to 5001 pixels. To both reduce the size and present 
uniformity to the image sizes, the images were all resized to a 
300 x 400 resolution. This was done through batch processing 
features in GNU Image Manipulation Program (GIMP) 2, an 
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open-source image editor. The selected resolution was 
arbitrarily selected, with a longer height due to the elongated 
nature of the original images. 

C. Classification Modeling Using PriceNet 

 Due to the two desired outputs of this study, two CNN 
models were trained from the same architecture. The first is a 
classification model to determine if images are from monocot 
or dicot plants. The second is a regression model that would 
predict the total root length of the root system. 
 The CNN architecture used is PriceNet. The layers of this 
architecture can be seen below in table 1, along with their 
output shape. PriceNet features four pairs of convolution and 
max pooling layers. The data is then flattened and followed by 
two dense layers. Rectilinear Unit (ReLU) activations are 
added between each convolution and pooling layer. For the 
classification model, a sigmoid activation layer is placed at the 
end of the final dense layer.  

TABLE 1. CNN ARCHITECTURE LAYERS OF PRICENET 

Layer Output Shape 

2D Convolution (32, 5x5) (None, 400, 300, 1) 

Max Pooling 2D (2x2) (None, 400, 300, 32) 

2D Convolution (64, 5x5) (None, 200, 150, 32) 

Max Pooling 2D (2x2) (None, 200, 150, 64) 

2D Convolution (64, 5x5) (None, 100, 75, 64) 

Max Pooling 2D (2x2) (None, 50, 37, 64) 

2D Convolution (128, 5x5) (None, 50, 37, 128) 

Max Pooling 2D (4x4) (None, 12, 9, 128) 

Flatten (None, 13824) 

Dense (512) (None, 512) 

Dense (1) (None, 1) 

 

 
Fig. 3. Configured PriceNet deep learning architecture for angiosperms 
classification as monocotyledon or dicotyledon with root system images as 
inputs. 

 
 The models were initialized and trained through the Keras 
2.9.0 and Tensorflow 2.3.0 libraries of Python. The processing 
was performed on a desktop computer with a Ryzen 5 3500x 
CPU (6 Cores @ 3.6 GHz) and 16 GB of RAM. The 
installation of NVIDIA’s CUDA and CuDNN packages 
enabled Tensorflow to utilize the GTX 1060 GPU of the 
desktop computer, speeding up the model training step 
significantly. 
 The monocot and dicot images and data were compiled 
into a singular dataset and split with a 70%:15%:15% ratio for 
training, validation, and testing each of the two models. Each 
are developed independently from each other. The 
classification model was trained for five epochs with a 
learning rate of 0.001. 

D. Root Length Regression Modeling Using PriceNet 

The CNN used for the root length regression model was 
also PriceNet, with the same layer and architecture design 
shown in TABLE 1. It has been configured for regression, by 
activating the final dense layer with a ReLU function instead 
of the sigmoid function used in the classification model. This 
allows the output to be any positive real number. 

The regression model was trained for 30 epochs and a 
learning rate of 0.00001. The best model generated across the 
30 epochs, in terms of mean squared error (MSE), was saved. 
This saved model was evaluated for testing, which had used 
15% of the dataset to assess the performance of the models on 
the untrained data.  

 
Fig. 4. Configured PriceNet deep learning architecture for root length 
regression with root system images as inputs. 

E. Model Evaluation Metric 

 The configured classification CNN model was evaluated 
using accuracy, fall-out, precision, specificity, recall, f1-score, 
Matthew’s correlation coefficient (MCC), and Hamming loss 
that were derived from the corresponding confusion matrix. 
The true positive (TP) in this case would refer to images 
correctly labelled as monocot root systems, while true 
negatives (TN) refer to images correctly labelled as dicots. 
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 On the other hand, the regression CNN model was 
evaluated on MSE, coefficient of determination (R2), and 
mean absolute error (MAE) as the selected metrics to evaluate 
the error of its predictions and its overall accuracy.   
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III. RESULTS AND DISCUSSION 

A. Sensitivity of PriceNet in Classifying Angiosperms 

The saved classification model has a size of 56.8 MB and 
required a training time of 37.6 minutes. To sort the 1500 test 
images, the classification model has a total run time of 4.06 
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seconds or an average of 0.00271 seconds per image. The 
results of the 1500 test predictions are summarized in the 
confusion matrix, shown in Fig. 5 below. There is a total of 
1,488 predictions that matched the true root system of the 
image, and 12 inaccurate predictions, which come from six 
dicot and six monocot root systems falsely predicted as the 
other. Overall, the model achieved a total accuracy of 99.2%.  
The other metrics are summarized in TABLE 2, displaying 
high values for precision, specificity, recall, f1-score, and 
Matthew’s correlation coefficient. On the other hand, the fall-
out and hamming loss have small values, indicating low false 
positive rates. These metrics suggest that the model is highly 
capable at distinguishing the two root systems from each 
other, with little error.  

 

 
Fig. 5. Confusion matrix of classification model predictions. 

 
TABLE 2. SUMMARY OF EVALUATION METRICS FOR THE CLASSIFICATION 

PRICENET MODEL 

Classification Metric Test Value 

Accuracy (%) 99.200 
Fall-Out (%) 0.782 
Precision (%) 99.181 
Specificity (%) 99.218 
Recall (%) 99.181 
F1-Score (%) 99.181 
MCC (%) 98.399 
Hamming loss (%) 0.800 

 

 
Fig. 6. Sample test images with true and predicted root type. 

 
 The model was not perfect and Fig. 6 shows three similar 
root images, two of which (B and C) were mislabeled by the 
classification model. Among the various architectures 
captured by root images, the ones portrayed in Fig. 6 are 
similarly characterized by a straight primary root with a sparse 
number of lateral roots. This form of root system having 
representatives in both monocot and dicot may explain why 
the CNN model was unable to perfectly predict the root 
category of all images. Even so, the model was able to 
accurately predict images with this root architecture variant, 
such as the case of Figure 6A correctly tagged as dicot. 

B. Sensitivity of PriceNet in Regressing Root Length 

As for the trained regression model, it had a larger size of 
85.1 MB and finished its training in 23.6 minutes. In terms of 
prediction speed, the regression model was slightly slower, 
requiring 5.02 seconds for the entire test of 1500 images or 
0.00335 seconds for each image. Fig. 7 shows the model’s 
predicted values for 150 samples, showing good fitting to the 
dataset’s true values. This is despite the large range of true 
values, ranging from 100 to 103 in magnitude. 

 

 
Fig. 7. Comparison between PriceNet total root length predictions and the 
true expected values. 

 
The evaluation metrics acquired, as shown in TABLE 3, 

shows that the model achieved an R2 of 0.905 for the 1500 
test images, without having to train the model separately for 
monocot and dicot root data. This is a sufficiently accurate 
model. To compare, the initial purpose of PriceNet for 
predicting bike prices achieved an R2 of 0.85 [18]. In addition 
to these, the trained model’s MSE has a value of 10920.336 
mm and an MAE of 72.397 mm. These high error values may 
be attributed to the extreme high and low lengths present in 
the dataset. In comparison, the length estimator found in the 
dataset was less accurate than developed PriceNet model, 
with only an R2 score of 0.758 and higher MSE and MAE 
values. 
 

TABLE 3. SUMMARY OF EVALUATION METRICS FOR THE PRICENET 

REGRESSION MODEL AND RIA-J ESTIMATOR VALUES 

Regression 
Metric 

PriceNet Regression 
Model 

RIA-J Estimated 
Length 

MSE (mm2) 10920.336 27928.676 

R2 score (-) 0.905 0.758 

MAE (mm) 72.397 83.18 

 

 In addition to the two models, an attempt was made to 
utilize the regression architecture on other root traits such as 
lateral angle and tip count, but these did not develop accurate 
models. It can be surmised that a more sophisticated CNN 
architecture is necessary to be able to create accurate root 
extraction models for more root traits beyond just total root 
length. 
 This single process method is simpler in comparison to the 
original study’s method, which utilized two steps to predicting 
root values: Use RIA-J to create descriptors, then pass these 
descriptors to the random tree algorithm to generate the 
predictive model. The research also trained the algorithms 
separately for dicot and monocot data, due to the distinct 
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differences in their root architectures [25]. This proposed 
method of training CNN models, however, aimed to utilize 
one step by directly predicting root trait values from the 
images. Should an appropriate architecture be developed, this 
would streamline the process of prediction and be able to work 
with both dicot and monocot root systems simultaneously. 

IV. CONCLUSION 

As the demand for food productivity would increase over 
the years, maximizing the yields from each crop becomes an 
important matter for food security. Root studies are one of the 
avenues available that can improve crop yields by enhancing 
the capability of plants to absorb water and nutrients from the 
surrounding soil. Due to the opacity of soil, these studies rely 
on imaging techniques and data processing to extract 
information from 2D or 3D root images. To assist in root 
image interpretation and analysis, this study presented the use 
of CNN for the purpose of monocot-dicot classification and 
total root length regression. By utilizing the PriceNet 
architecture, the created classification and regression models 
were able to perform their tasks with high accuracy and 
evaluation metrics. The speed offered by the model is a major 
benefit of neural networks once trained, requiring only 4-5 
seconds to predict the 1500 test images.  

Further comparison of CNN models with other 
architectures in terms of speed and size would also provide 
important information on the tradeoffs of using different 
techniques. This is especially true when developing systems 
with constraints in processing power and memory. 
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