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An inverse procedure is developed for computing the material parameters of the class of
intrinsic cohesive-zone models for the analysis of structural adhesive joints presented in
[Valoroso N, Champaney L. A damage-mechanics-based approach for modeling decohesion
in adhesively bonded assemblies, Engng Fract Mech 2006;73:2774–801.]. In particular,
using the same experimental data recorded as of ISO 25217 test protocol and Double Can-
tilever Beam bonded specimens, a deterministic identification that overcomes the usual
limitations and difficulties of ISO 25217 is proposed to estimate the mode-I cohesive
parameters. The driving rationale for our approach to identification is to set up an inverse
procedure based on one single experimental test that uses the measured load–deflection
curve and crack length as data set. A finite element model updating scheme is used that
renders extensions to more general situations such as different geometries, large displace-
ments and nonlinearities in the bulk material, possible with minor modifications. Experi-
ments are conducted for symmetric DCB specimens under pure mode-I bending and an
optimization problem is solved to find a suitable agreement between experimental data
and finite element computations. Identification results are presented and the key role
played by the crack progression in the identification is discussed to assess the effectiveness
of the proposed approach.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction

In recent years use of structural adhesives has become widespread owing to their many inherent desirable features with
respect to more traditional welded or mechanical fastening systems [1]. For adhesive joints to be safely included in structural
applications the ability to predict joint damage is of utmost importance. This is in general not achievable using strength-
based approaches because of the high stress concentrations occurring at bi-material interfaces or at the tip of pre-existing
flaws that often serve as initiation sites for de-cohesion and macro cracks.

A number of quite general models have been presented in the literature that describe the Mechanics of adhesion and
adhesive joints. On the one hand, starting from the consideration of an interphase, basic elastic models [2] and more refined
ones incorporating friction and contact [3], isotropic elastic–plastic damage [4], possibly non-isotropic behavior [5], and
residual stresses [6] have been obtained via the asymptotic expansion method introducing scalings through a small pertur-
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Nomenclature

a0 total crack length of the DCB (initial value)
a total crack length of the DCB (current value)
acomp

i crack length computed via the FE model (scalar) at time si

b specimen width
h thickness of the DCB arms
h1 thickness of the adhesive layer
k, k� interface stiffness in tension or compression
l2 half length of the loading block of the DCB
l3 length of the loading block of the DCB
lc characteristic length parameter
n compliance exponent in Experimental Compliance Method (ECM)
ns, ms number of measurements stations
t interface (normal) traction
tmax mode-I cohesive strength
sut displacement jump
C specimen compliance
Cw specimen compliance (Winkler-type beam model)
D damage variable
E elastic modulus of the bulk material
F large displacements correction factor
FA damage function
H height of the loading block of the DCB
G energy release rate
Gw energy release rate (Winkler-type beam model)
GIc mode-I fracture energy
GIc;ðiÞ average mode-I fracture energy at time si

Ktan interface tangent stiffness
N load-block factor
P reaction force at each arm of the DCB
Pcomp

i reaction force computed via the FE model (scalar) at time si

U stored elastic energy
Y, Y⁄ damage-driving force and its threshold value
x material parameters to be identified (vector)
x̂ material parameters at solution (vector)
acomp, acomp crack lengths computed via the FE model (vector and scalar)
ameas measured crack lengths (vector)
RP, Ra residual vectors
Pmeas measured reaction forces (vector)
Pcomp, Pcomp reaction forces computed via the FE model (vector and scalar)
aP, aa weighting coefficients of the cost function
d relative end displacement of the DCB
di relative end displacement at time si

k characteristic length of Winkler-type beam model
r generic time instant
s,si time stations
/ damage criterion
x(x) cost (objective) function for the identification problem
D additional crack length in Corrected Beam Theory (CBT)
U(si) energy dissipated up to time si
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bation parameter. On the other side, within the setting of a phenomenological approach are worth mentioning the work of
Frémond [7] and its later extensions provided in [8–10] among others. Key features here are the consideration of interfaces
as material surfaces and use of the concept of intensity of adhesion in the form of a complementary damage variable quan-
tifying surface attraction in the sense of classical theories of adhesion, see e.g. [11,12].

In the same context one can categorize the widely used cohesive-zone models (CZMs) originating from those proposed by
Dugdale [13] and Barenblatt [14]. Since initially motivated by the need to characterize the stress state near equilibrium
cracks, in CZMs one generally speaks of damage rather than adhesion. However, the underpinning concept remains the same,
i.e. that fracture is a progressive phenomenon in which separation takes place across an extended crack tip, the so-termed
process zone, and is resisted by attractive (cohesive) forces. The CZM approach has become very popular and an increasing
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number of contributions have appeared in the literature in the last 15 years, see e.g. [15,16] for recent overviews. This is due
to the intrinsic flexibility and easy-to-implement treatment of fracture via the CZM concept, whereby a link between micro-
structural failure mechanisms and the continuum deformation field is established by incorporating fracture parameters into
the material description. Such parameters are typically the cohesive strength and the fracture energy (toughness) and should
be obtainable from experiments in order to calibrate the constitutive laws that are being used for predictive computations.

For adhesively bonded specimens the international standard for the determination of mode-I fracture energy GIc is ISO
25217 [17]. This is the outcome of an international Round Robin test program organized by the ESIS Technical Committee
4 whose results are summarized in [18]. In particular, the analysis methods suggested in ISO 25217 concern the Double Can-
tilever Beam (DCB) geometry and basically rely upon the Linear Elastic Fracture Mechanics (LEFM) argument. To this end use
is made either of a beam theory approach [19,20] or of an experimental compliance calibration method [21], which both
require the simultaneous recording during the experiment of the total load P, the relative end displacement d between
the arms of the DCB, and the crack length a. Using this data set the standard approach allows for the determination of GIc

and also for data cross-checking, e.g. by determining the elastic modulus in bending and the resistance curve (R-curve),
which should both exhibit little dependence from the extension of the crack at least in the stable propagation phase.

Data reduction as suggested in ISO 25217 can be readily carried out using the Excel spreadsheet available to this scope
from the Imperial College at http://www3.imperial.ac.uk/meadhesion/testprotocols/lefm. Interpretation of results can how-
ever be not straightforward despite the apparent simplicity of the analysis. Actually, in many cases the hypotheses under-
lying the procedures described in ISO 25217 may be not strictly satisfied. This typically occurs whenever soft adhesives are
used, whereby a contribution of the adhesive compliance to the deformation of the tested specimens is present from the very
beginning of the test. Moreover, difficulties may also arise for experimental load–deflection curves exhibiting instabilities
during crack propagation, or if non-negligible R-curve effects are present. In such and other cases use of the basic LEFM argu-
ment to identify the adhesive fracture parameters is probably not the best choice.

As an example, in Figs. 1 and 2 are reported in normalized form the experimental load–deflection curves obtained for the
series of four symmetric DCB specimens that are considered in this study. In the same figures are also depicted the elastic
loading lines of a DCB with the same geometric and mechanical properties and initial fracture lengths a = 40 mm and
a = 45 mm respectively, i.e. two ideal LEFM responses before any fracture propagation occurs. Simple inspection on these
plots reveals that the experimental curves exhibit a greater compliance with respect to the elastic ones. One may therefore
argue that the LEFM approach is not fully adequate to model these experiments because there is a non-negligible contribu-
tion of cohesive tractions ahead of the crack tip to the deformation of the system, which in turn implies that small scale
yielding conditions do not hold.

In order to approximately quantify this effect, at least for the initial loading phase before crack propagation, a simple
schematization of the DCB via a conventional Euler–Bernoulli beam on a Winkler-type elastic foundation suffices. In partic-
ular, as shown later on in the paper, if the interface properties are known, use of a spring constant nearly equal to the inter-
face elastic stiffness allows to well represent the initial experimental compliance of the tested samples. As shown in [22], the
approach based on the beam on elastic foundation has the advantage that many corrections introduced in modified beam
theories (usually in the form of an additional crack length) can be avoided, see in this respect also [23,24]. This is undoubt-
edly interesting in view of identification of the fracture energy since the resulting model used for the DCB is fully analytical.
However, the elastic foundation model requires the stiffness of the adhesive layer as an additional input parameter that has
to be determined independently from the fracture energy for the method to be successfully used.
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Fig. 1. Normalized load–deflection curves for some representative tested DCB samples. Solid black and magenta lines represent ideally linear elastic
solutions.
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Fig. 2. Normalized load–deflection curves for some representative tested DCB samples and ideally linear elastic solutions. Enlarged view at origin.
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In the present context the significant role played by cohesive forces can also be recognized by appealing to the definition
of characteristic length parameter [25]:
lc ¼
E GIc

t2
max

ð1Þ
E being the elastic modulus of the bulk material and tmax the cohesive strength of the adhesive layer. The above length
parameter is an inverse measure of material brittleness, i.e. the smaller lc the more brittle the material; as such, it provides
an approximate measure of the length over which the cohesive zone plays a role [26]. Actually, one could check a posteriori
that in order to consider the LEFM approach well suited for the case at hand the characteristic length parameter (1) should be
significantly smaller compared to all dimensions of the structure, see also [27] for a more comprehensive discussion.

Motivated by the intrinsic limitations of LEFM-based methods, a number of studies have been presented covering the
identification of adhesive fracture parameters based on CZMs. Focusing our interest on mode-I parameters and the classical
DCB specimen subject to end forces, are worth mentioning the works of Tamuzs et al. [28] and of de Moura et al. [29]. In both
papers use is made of compliance-based methods in which crack length measurements are not directly used to limit errors
due to ambiguities in the definition of the crack tip.

In particular, in [28] the shape of the cohesive relationship is not defined a priori and the tractions over the crack faces are
computed by differentiating the energy release rate with respect to the end-opening of the bonded region as first suggested
in [30]. This methodology has much in common with methods that use the J-integral approach to solve the problem, see e.g.
[31–35] among others, in that the cohesive zone properties are obtained via numerical differentiation of the J-integral. As
explicitly noted in [31], this can however produce significant errors for measurements that are not accurate enough.

On the contrary, in the procedure adopted in [29] the mode I toughness GIc is estimated using the compliance of the DCB;
the remaining parameters that characterize a prescribed shape of the cohesive relationship are then computed using an opti-
mization procedure to enforce agreement between numerical and experimental load–deflection curves. In a sense a
generalization of this last approach is represented by the recent work of Gustafson and Waas [36]. Based on a pseudo-
experimental data set, a sensitivity analysys and a statistical synthesis of different tests are carried out therein to obtain
a complete set of material parameters for bonded structures taking into account interactions between different coupon-level
experiments (including the DCB). Different from the previous paper, where classical data reduction schemes are envisaged,
Valoroso and Fedele [37] used either kinematic data (surface displacements of a suitable region-of-interest), global static
data (the load–deflection response), or a combination of the two to provide the data set of the DCB. Moreover, they computed
parameter sensitivities via the direct differentiation method (DDM) and show important qualitative features of the DCB test
that are quite useful when dealing with data originating from full-field measurements [38].

Apart from these differences, the last two papers put forward an important common opinion, i.e. that identification is not
only interesting from a fundamental standpoint, in which case it would be preferable not to make a priori assumptions on
the shape of the traction–separation law, but mainly for the calibration of a constitutive law to be used in predictive com-
putations. One drawback of a priori assumed shapes of the cohesive law is the fact that, to a certain extent, it introduces a
constraint. This is however balanced by the fact that analytical expressions are more suitable for finite element calculations,
which do not require only function evaluations but also linearizations for computing, e.g. the material tangent matrix and
also for carrying out the sensitivity analyses. Moreover, in order to obtain an experimental procedure that could be widely
applicable, in the Authors’ opinion one should try avoiding quite specific testing devices (e.g. to apply bending moments to
the DCB specimen) and/or very particular measurements (e.g. for obtaining the elongation of the adhesive layer) and possi-
bly use only a universal testing device to carry out the usual DCB test under displacement control.
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With this motivation, in this paper we develop an analysis that differs from the aforementioned ones based either on
beam theories, compliance calibration or J-integral related methods and use the same data set (P,d,a) as in LEFM-based
methods to get out from one single test the two mode-I parameters, i.e. the strength and toughness, of the cohesive model
contributed by the first Author in [39]. In particular, an inverse methodology is developed that is able to determine the mate-
rial parameters as the solution of a nonlinear programming problem. One of our purposes is to try keeping a general coher-
ence between the data reduction scheme and the finite element model in which the identified cohesive law is being later
used. To this end a least-squares norm is used as objective function that quantifies the distance between experimental data
and the analogous quantities computed via finite elements as a function of the unknown parameters. The optimization prob-
lem is solved using either a zero-order method (constrained simplex) or a first-order gradient-based algorithm. In this last
case the exact algorithm linearization requires the computation of the sensitivities of the finite element solution vector
based on DDM.

The data set for the identification process is provided by the usual measurements (P,d,a) recorded during the experimen-
tal tests on symmetric DCB specimen in pure mode-I bending. It is shown that, unlike most classical data reduction schemes
[18], in the proposed identification procedure the same data set as described in ISO 25217 allows to obtain the two model
parameters that fully characterize the mode-I response of the cohesive model. This is achieved by defining the cost function
to be minimized in a way to explicitly account for crack progression, a datum that is directly related to the position of the
process zone along the interface and, hence, to the global amount of energy consumed during the experiment. It bears
emphasis that for our purposes the exact position of the crack tip is not strictly needed and a conventional amount of open-
ing displacement can be taken as a reference in order to follow the crack advancement.

The numerical results presented in the paper show that whenever such quantity is explicitly used, a better accuracy is
achieved in the identification. This fact is also strengthened by comparisons with a model of beam on elastic foundation
as well as by the observation that, as shown in the paper in graphical form, inclusion of a term related to global energy dis-
sipation in the cost function produces a convexification of the function itself with respect to the stiffness parameter. There-
fore, an easier minimization (and identification) is achieved.

The outline of the paper is as follows.
In Section 2 is given a concise description of the DCB test and of the different methods of analysis. The adopted materials

and the procedure followed for sample preparation and data reduction according to ISO 25217 are then presented in Sec-
tion 3. The cohesive damage model for the one-dimensional mode-I case is described in section 4 and the identification pro-
cedure is detailed in Section 5. Results and discussion are presented in Section 6 that enlighten the distinctive features of the
proposed procedure. Conclusions and future research prospects are finally outlined in Section 7.

2. Background: the DCB test

The symmetric DCB is the standard test specimen used for obtaining the mode-I adhesive fracture energy GIc of bonded
joints. Since the bond layer is typically thin and weaker than adherends, in this test the adhesive is highly constrained and
through-the-thickness deformation is usually neglected. Data reduction schemes suggested in test standards, see e.g. ISO
25217 [17], make use of methods based upon LEFM and require the values of total load P, end relative displacement d
and crack length a to be recorded during the test. Restricting attention to the case in which the DCB arms are linearly elastic,
the energy release rate is found using the Irwin–Kies relationship ([40]):
G ¼ 1
b
@U
@a
¼ P2

2b
@C
@a

ð2Þ
where U is the elastic energy stored in the structure, b is the specimen width and C = d/P its compliance.
Basically, the different reduction methods differ on how the compliance C in expression (2) is computed and differenti-

ated. However, in most of these methods the crack length a has to be measured, which in general is not straightforward be-
cause the process zone can develop over a length more or less extended depending upon the toughness and strength of the
adhesive. This may render the crack tip difficult to be located within the desired precision. Moreover, factors such as trans-
verse shear, adhesive compliance and crack tip deformation, beam shortening and possible specimen stiffening caused by
load blocks bonded to the DCB arms require the introduction of corrective terms in the expression of the compliance in
the form of an additional crack length D, a load-block factor N and a large displacements correction F.

In particular, in Corrected Beam Theory (CBT) analysis [19,20] the energy release rate is computed as:
G ¼ GðP; d; a;DÞ ¼ 3Pd
2bðaþ DÞ �

F
N

ð3Þ
The average crack length correction D in (3) is obtained as the intercept with the negative a axis of a straight line com-
puted from a linear regression on the cube root of the compliance expressed in the form:
C
N
¼ 8

Ebh3 � ðaþ DÞ3 ð4Þ
E being the elastic modulus and h the thickness of the arms of the DCB.
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A different approach is the one used in Experimental Compliance Method (ECM) initially proposed in [21], whereby the
energy release rate is directly determined using (2) in the form:
G ¼ GðP; d; a;nÞ ¼ nPd
2ba
� F
N

ð5Þ
Application of the above relationship requires knowledge of the coefficient n that is used for curve fitting the global spec-
imen compliance according to Berry’s methodology ([21]):
C
N
¼ kan ð6Þ
In particular, the exponent n is determined experimentally as the slope of a straight line adjusted on the experimental values
plotted in terms of log (C/N) vs log (a). It has to be kept in mind that the above recalled data reduction schemes possess an
intrinsic weakness due to the fact that they require an accurate monitoring of the crack during its progression. This may not
be easy to perform since unstable crack propagation and/or wide process zones may prevent from a sufficiently accurate
identification of the crack tip and, hence, lead to erroneous estimates of the crack length a. On the other hand, use of expres-
sions (3) and (5) seems to be somehow self-contradictory in the framework of a LEFM approach since for the DCB the fracture
energy GIc is, at least theoretically, independent from the crack length a in the propagation phase. These expressions have
indeed the only scope of allowing data cross-checking since, according to the ISO protocol, in order to consider the results
of the experimental tests acceptable one should verify that there is very little or no R-curve effect at all at least during stable
crack propagation.

As shown in [28], an effective synthesis of the two above discussed methods for data reduction can be obtained by elim-
inating the crack extension from (3) so to express this relationship in terms of compliance as it was in (2) before computing
the derivative. In particular, neglecting all corrective terms F, N, D and using the definition of the compliance C = d/P, one can
eliminate the crack length a from (3) and (4) to get:
G ¼ GðP; dÞ ¼ 12P2

Eb2h3 �
Ebh3d

8P

 !2
3

ð7Þ
Relationship (7) is the one used in the so-called Modified Compliance Calibration Method (MCCM) [41] and is known to per-
form much better than both CBT and ECM since it implicitly accounts for all necessary corrections to the compliance of an
ideal cantilever beam through the experimental values of the load P and deflection d. For comparison purposes, in the fol-
lowing we shall compute the mode-I fracture energy from the experimental data using all the reduction methods described
in the present section. The R-curves will be however provided only for CBT and ECM and not for the MCCM since relationship
(7) contains no explicit dependence from the crack extension a.

For soft adhesive layers, accurate estimates for the fracture energy can be obtained by incorporating interface elasticity
into the model via the Winkler-type elastic foundation. Actually, in such cases the process zone could be quite extended,
whereby errors may occur in the evaluation of GIc [42]. In particular, using the 1D Euler–Bernoulli theory and Winkler-type
distributed springs to model the adhesive layer, the compliance and the energy release rate of the symmetric DCB are respec-
tively obtained as [43]:
Cw ¼
d
P
¼ 8a3

Ebh3 �
3þ 6kaþ 6ðkaÞ2 þ 2ðkaÞ3

2ðkaÞ3
ð8Þ

Gw ¼
P2

2b
@Cw

@a
¼ 12P2ðkaþ 1Þ2

kEb2h3 ð9Þ
where
k ¼ k

3Eh3

� �1
4

ð10Þ
is the inverse characteristic length of the model that depends on the elastic stiffness of the interface k. Manifestly, use of (8)
and (9) require that the interface stiffness k be known in advance. Hence, the above relationships could be used to verify a
posteriori the results of our computations.

The general recommendation when using any of the above described models is to carefully check for the validity of the
hypotheses on which the model itself is based. However, in Authors’ opinion, before deciding to discard a test that seems to
be suspect in the sense of ISO 25217 one should try to look at the test results in a more general fashion and attempt anyway
to get the information they contain. The underlying hypothesis is that experimental data do contain information even if noise
(in the largest sense of errors, uncertainties and imperfections of any kind) is quite high, which a priori seems reasonable.



Fig. 3. DCB specimen with load blocks used in experimental tests. Geometry and dimensions.
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3. Experimental and classical data reduction

Fracture tests were carried out on the symmetric DCB configuration with end load blocks depicted in Fig. 3. The speci-
mens considered consist of two metal adherends designed to remain elastic throughout the loading process and connected
by a planar thin adhesive layer where an initial pre-crack is introduced.
3.1. Material properties and specimen manufacture

The adherends made of Al 2024-T351 alloy were cut from a 1 � 1 m2 plate before bonding and curing; coupons dimen-
sions were: length l = 200.0 mm, width b = 20.0 mm or b = 25.0 mm and thickness h = 8.0 mm, see also Table 1. After cutting
four holes of 4.1 mm diameter on each coupon they were connected to stainless steel load blocks using M4 screws as fas-
teners. Once the surface cleaned with acetone the specimens were aligned and then bonded at room temperature (25 �C)
using a thixotropic, two-component epoxy with an aluminum powder filler widely used in aerospace industry (Hysol� EA
9394, produced by Henkel Corp.).

A uniform thickness of the adhesive layer of 0.190 mm was obtained by using 0.070 mm-thick copper wires at the ends of
each adherend as thickness spacers plus a 0.050 mm Teflon� film that was inserted to create an initial sharp crack. Following
the manufacturer datasheets, after bonding samples were cured for 3 days at room temperature to achieve normal perfor-
mance. Excess adhesive on the specimen side surfaces was then removed after complete cure. The constitutive properties of
the adherends and load blocks were provided by the supplier as isotropic linearly elastic with elastic modulus and Poisson’s
ratio of 73.0 GPa and 0.33 for aluminum and 200.0 GPa and 0.30 for steel, respectively. We emphasize that the above elastic
moduli do not coincide with those used in [18] because of the different materials.
3.2. Instrumentation and data recording

Tests were carried out on a electromechanical material testing system (MTS Insight, see Fig. 4) following the guidelines
given in ISO 25217. Loading and displacements were recorded with acquisition frequency of 1 Hz using a 5 kN high precision
load cell, while crack progression was recorded continuously on a digital camera with 2560 � 1920 pixels (5 Megapixel) res-
olution. Markings were used on the specimen side surfaces to ease such crack tracking and crack lengths were computed
manually using a linear pixel measuring toolkit (Vision Assistant, from National Instruments). During the test measurements
were made over a length of 120 mm.

A small correction of the load–deflection data collected during the test was performed to account for the system compli-
ance; this is rather standard and relatively easy to do since it basically requires a sufficiently rigid calibration specimen. Er-
rors in the measurement of crack length, either random or systematic, are also present but more difficult to correct mainly
because the exact crack tip position cannot be known but only approximately estimated to within a precision depending on
the image resolution. For our purposes the crack tip was conventionally defined as the location at which the opening dis-
placement was equal to 20 lm.
Table 1
DCB specimens geometrical parameters (dimensions in mm), see also Fig. 3.

Specimen l h b a0 H l2 l3 h1

DCB 1x 200. 8. 25. 40. 28. 20. 40. 0.19
DCB 2x 200. 8. 20. 40. 28. 20. 40. 0.19



Fig. 4. DCB test configuration.
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3.3. Data reduction results according to standards

Fracture tests were conducted under displacement control with a constant crosshead displacement rate of 0.1 mm/min
(0.167 lm/s), that could be safely considered as a quasi-static loading. In the present study two groups of coupons of differ-
ent width were prepared and a total of 14 specimen were tested in the DCB configuration (10 from series 1 and 4 from series
2). The dimensions of the two specimen series and load blocks are provided in Table 1. Each test was terminated when the
crack extended for at least 50 mm beyond the initial pre-crack of length a0. For most of them the failure mode was found to
be purely cohesive fracture within the adhesive layer, see e.g. Fig. 5.

Three representative tests from series 1 and one from series 2 will be considered in the following. The test results in terms
of raw load–deflection response are shown in Fig. 6.

Two issues are worth emphasizing concerning the load–deflection curves reported in Fig. 6. First is the fact that these are
the raw experimental curves obtained at re-loading after the pre-cracking stage (in the sense specified in ISO 25217). Since
the curves contain an initial part where take-up of plays of the loading system occurs, in the plot this part has been dropped
out by resetting the displacement to zero where take-up of plays ends. This results in a non-zero value for the load (in our
experiments within 10 and 30 N) at zero displacement. Second is the observation that at un-loading after pre-cracking, crack
lengths for the different specimens may differ by a small amount. This contributes to originate a difference in the relevant
initial loading lines and explains why the difference in elastic stiffness due to a different specimen width b is not observed in
these curves. The influence of crack length a can be roughly quantified using simple beam theory. In particular, neglecting
shear effects, the initial stiffness depends upon the ratio b/a3, whereby one can check that an increase of a few percent units
in the crack length suffices to mask the difference between the initial stiffness of the 20-mm and 25-mm wide specimens.
Obviously, other factors such as adhesive compliance, small defects in the bondline, non-planar crack front and so forth may
contribute to mask differences as well.

Besides the reduction methods described in Section 2, according to the ISO protocol the critical energy GIc has to be deter-
mined using also the Simple Beam Theory approach (SBT), which differs from CBT in that load-block and large displacement
factors as well as the crack length correction are neglected. The SBT method usually gives inaccurate results since the
Fig. 5. Adherends surface after fracture test.
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adopted expression of the compliance is that of a rigidly built-in cantilever beam which, as in most cases, in our experiments
was found to be quite far from the actual boundary condition at crack tip.

A comparison between the test results for the considered experiments is shown in Table 2. Here are reported the average
values of the critical energy release rate during crack propagation computed using the different methods and the average
back-calculated flexural modulus of the DCB arms defined as in [17]. Based on these average values and on ISO 25217 rec-
ommendations, the considered test results should all be qualified as suspect, perhaps with the only exception of DCB15, since
the back-calculated elastic moduli in bending are quite different from the modulus of the aluminum substrates, see also [18].

The detail of results obtained for the DCB15 test are given in Figs. 7 and 8. In particular, the R-curves show that results of
this test are suspect as well; clearly, this is as a consequence of the sudden drop-off right after the peak exhibited by the load–
deflection curve and of several instabilities in the crack propagation phase.

Figs. 9 and 10 show the R-curves obtained using both CBT and ECM for all the considered experiments. Since the trend
exhibited by these curves is different from what could be expected, in Authors’ opinion a safe use of the computed values
of GIc requires to take into account the reliability of the adopted reduction method and consider a suitable trendline and con-
fidence interval. For this reason in such Figures we have also included a cubic regression and a Gaussian confidence interval
with 10% exceeding probability to represent the general trend of the experimentally determined R-curves.

The mean values of GIc computed with the CBT and ECM are sufficiently close each other and, at least for the late prop-
agation phase, one can reasonably establish a unique value for the fracture energy that is plotted in Figs. 9 and 10. We re-
mind that GIc represents the specific mechanical dissipation since it is associated to the formation of a unit free surface. As
such, it does not permit a complete characterization of the DCB test because it contains no information about the global
amount of dissipated energy, which requires knowledge of the crack extension. In classical experimental procedures the dis-
tance ran by the crack is usually measured; a more complete characterization of the DCB test is therefore near-at-hand if a
cohesive-zone model is used for carrying out data reduction.

We recall that the key difference with respect to LEFM-based models is the introduction of (at least) one additional mate-
rial parameter that can be conveniently expressed either as a characteristic strength tmax or in the form of an interface stiff-
ness k. This last one, together with GIc, defines the main length scale for the fracture phenomenon as:
Table 2
Average

Spec

DCB
DCB
DCB
DCB
lc ¼
E GIc

t2
max

/ E
k

ð11Þ
that constitutes a measure of the length over which the cohesive constitutive relation plays a role.
Various authors use similar expressions to quantify a priori the extension of the cohesive zone, see in this respect Refer-

ence [44], where is reported a table comparing different expressions proposed in the literature. In particular, one of the most
widely used expressions for the size of the cohesive zone is given in [45] as
values of GIc and flexural modulus Ef for the selected DCB tests computed using data reduction schemes as in References [17] and [28].

imen GIc (N/mm) Ef (GPa)

SBT CBT ECM MCCM (Ref. [28])

12 0.034 0.032 0.041 0.062 125.008
14 0.094 0.076 0.073 0.165 169.537
15 0.048 0.050 0.054 0.087 79.083
21 0.098 0.056 0.063 0.134 211.408
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lc ¼
9p
32

E
1� m2

GIc

t2
max

ð12Þ
and refers to a linearly decaying traction-separation law. Further considerations concerning length scales in the simulation of
fracture and the estimation of the size of cohesive zones can be found in [26,46].

The results summarized in Table 2 show that, apart from the first test (DCB12), the average values of GIc obtained for the
different specimens and with different methods are of comparable magnitude. With such values of the fracture energy a
characteristic length lower than 0.1 mm, i.e. small enough to consider the LEFM hypothesis workable [27], would require
an interface strength tmax > 220 N/mm2, which is close to the yield stress of the 2024 T351 Al alloy. This seems quite unre-
alistic for an epoxy-bonded DCB specimen and suggests that in this case a cohesive-zone modeling is more appropriate than
a LEFM-based method.

Motivated by the considerations that a complete characterization of the DCB test, and in particular of the global mechan-
ical dissipation, requires knowledge of both size and position of the cohesive process zone, the driving rationale for our ap-
proach to identification of the cohesive parameters is to set up an inverse procedure based on one single test that uses the
experimental load–deflection curve and crack extensions as data set. Actually, the fracture energy GIc controls the falling part
of the load–deflection curve of the DCB, while the interface stiffness (or, equivalently, the cohesive strength) controls the
translation of the cohesive process along the interface (qualitatively, the higher the stiffness, the faster the process zone
moves). Moreover, a finite element model updating scheme is used that renders the present approach prone to generaliza-
tion to include more general situations such as different geometries, nonlinearities in the bulk material and large displace-
ments, with minor modifications.

Alternative to the present procedure, strength and/or stiffness of the adhesive could be obtained by performing a test di-
rectly on the bulk adhesive specimen. However, as shown in [47], bulk properties are also representative of the properties of
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a thin adhesive layer as in a peel test or a butt joint configuration (i.e. nominally mode-I). From a practical standpoint, dis-
crepancies always exist between results obtained considering different tests or different bondline thicknesses. Such discrep-
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ancies do mainly originate from differences in the stress state within the adhesive layer. For instance, in thin adhesive films
the apparent strength generally increases because of the almost inhibited Poisson contraction.

There are also examples of composite joints in which the apparent strength of the adhesive increases when considering a
butt joint instead of a DCB geometry, see e.g. [48]. In this case the different strengths obtained for two different geometries
originate from the fact that they are associated with different mechanisms, i.e. interface failure for the tensile test and pri-
mary toughening for the DCB.

In the present study the target strength parameter was the one associated with the main toughening mechanism. For this
reason, focusing the analysis on one single test (the symmetric DCB) to identify the two cohesive parameters fits well to the
purpose.

4. Cohesive model

In the developments that follow we refer to the interface cohesive model contributed in [39] and consider the
one-dimensional mode I case. In particular, using a parametrization in terms of interface stiffness and fracture energy the
state equations read:
t ¼ ð1� DÞkhsutiþ þ k�hsuti�

Y ¼ 1
2

khsuti2þ
ð13Þ
t and Y being the interface traction and the damage-driving force, D 2 [0,1] is the scalar damage variable, sut is the displace-
ment jump in the direction normal to the interface while k and k� are the undamaged interface stiffnesses in tension and
compression, respectively. The impenetrability constraint is introduced in penalty form via the stiffness coefficient k� and
by explicitly distinguishing between the positive h � i+ and negative part h � i� of the displacement jump.

Irreversible damage is introduced by prescribing a bounded damage-driving force Y, a normal damage evolution and
using the appropriate Karush–Kuhn–Tucker conditions:
/ ¼ Y � Y� 6 0

_Y� ¼ _D
@FA

@D
/ 6 0; _D P 0; _D / ¼ 0

ð14Þ
The critical damage-driving force Y⁄ is determined by a monotonically increasing positive function FA in a way to ensure
that the energy dissipated in the formation of a new unit traction-free surface equals the critical strain energy release rate
GIc, namely:
Z þ1

0
Y _DðtÞ dt ¼ GIc ð15Þ
In particular, the exponential traction-separation relationship presented in [39], see also Fig. 11, can be obtained using:
FAðDÞ ¼ �GIc logð1� DÞ ð16Þ
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An alternative parametrization of the model in terms of the interface strength tmax and fracture energy can be obtained by
computing the peak traction as the value corresponding to the vanishing tangent stiffness, that is:
Fig. 11
the ma
tmax ¼ expð�1=2Þ
ffiffiffiffiffiffiffiffiffi
kGIc

p

and inverting this relationship to get the change of variables:
k ¼ expð1Þ t2
max

GIc
ð17Þ
The above expression highlights one of the basic differences between the two parametrizations, i.e. that the fracture en-
ergy GIc is not completely uncorrelated with respect to the interface strength tmax. On the contrary, it can be shown that no
correlation at all exists between GIc and the interface stiffness k, i.e.:
@ GIc

@k
¼
Z
@ t
@k

dsut ¼ 0 ð18Þ
see also [37] for a more detailed discussion. For this reason, when plotting the results of our computations in Section 6 we
shall occasionally refer to the variables GIc and k in order to use orthogonal cartesian coordinates.

In closing this section we recall that for the cohesive model described above no time-discretization is required for com-
puting the damage state, that can be evaluated in a completely explicit way. In particular, for damage loading ð _D > 0Þ, at each
time s the damage variable is defined as:
DðsÞ ¼min 1;max
ðr6sÞ

1� exp
�Y�ðrÞ

GIc

� �� �� �
ð19Þ
The above relationship expresses the fact that damage at current time s can be computed as the maximum over all past
instants r 6 s of the values of damage resulting from the inversion of the expression (16).

4.1. Cohesive law linearization

In view of the application of Newton’s method to solve the discretized boundary value problem as well as for the eval-
uation of sensitivities to be used in the identification problem, the linearized cohesive relationship is needed in the form:
dt ¼ Ktan dsut ð20Þ
with
Ktan ¼
@t
@sut

ð21Þ
being the material tangent. In particular, for the case at hand the tangent is computed from (13)–(16) as:
Ktan ¼ ð1� DÞk @hsutiþ
@sut

1� cD

khsutiþ
GIc

� �
þ k�

@hsuti�
@sut

ð22Þ
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where cD is a scalar factor that equals 0 or 1 for elastic unloading and damage loading respectively, while the derivatives of
the positive and negative parts of the displacement jumps read:
@hsuti�
@sut

¼ 1
2
ð1� sgn ðsutÞÞ ð23Þ
5. FE-based identification procedure

The cohesive model defined in section 4 depends on two material parameters; for the purpose of identification via the
standard DCB test we shall use the parametrization:
x ¼
tmax

GIc

� �
ð24Þ
The optimal parameters x̂ will be obtained from the solution of a nonlinear programming problem in which a cost func-
tion x expressing the gap between measured and computed quantities is minimized.

In the following we shall consider as data set for identification suitable subsets of the recorded reaction forces and of the
(conventional) fracture extensions. These will be respectively collected in the vectors Pmeas and ameas of dimensions ns and
ms, with 1, . . . , ns and 1, . . . , ms being the measurement stations, not necessarily coincident, for loads and crack extensions.
The analogous quantities computed via finite element (FE) analysis will be denoted as Pcomp and acomp.

Defining the two normalized residual vectors:
RPðxÞ ¼
Pmeas � PcompðxÞ
kPmeask

ð25Þ

RaðxÞ ¼
ameas � acompðxÞ
kameask ð26Þ
the cost function is set as:
xðxÞ ¼ aPkRPk2 þ aakRak2 ð27Þ
Where the scalars 0 6 aP, aa 6 1 weight the two addends in order to make them comparable at the beginning of the optimi-
zation procedure. It bears emphasis that in the implemented identification scheme most of the considered data refer to the
crack propagation phase. More explicitly, corrections on the initial part of the experimental load–deflection curves as de-
scribed in ISO 25217 are left out since in the residuals (25) and (26) are not included the points that would be concerned
by such corrections, i.e. points at the beginning of each experiment where deviations from linearity typically occur due to
take-up of plays.

In the present procedure the identification problem is set up as:
x̂ ¼ arg min
x

xðxÞ ð28Þ
and for its solution two methods have been employed, namely the constrained simplex algorithm, see e.g. [49], and a gra-
dient-based Trust Region method [50], both available in the Matlab Optimization Toolbox [51]. The two optimization algo-
rithms are well known to possess different properties. In particular, the constrained simplex is a zero-order algorithm, is very
robust but its convergence rate is quite poor, while the Trust Region algorithm is first-order, convergence is generally faster
and each vector x generated during the minimization sequence is strictly feasible.

Owing to the specific features of the experimental data, the Trust Region algorithm occasionally can converge to a local
minimum; for this reason, in our computations the constrained simplex has been employed as a first check before using the
gradient-based algorithm. However, one could alternatively find more convenient to employ the simplex algorithm only if
the Trust Region converges to unrealistic values of the parameters or yields not sufficiently small residuals.

In the first-order algorithm one needs the gradients of the objective function with respect to the parameters x to be iden-
tified. As for the derivatives of the reaction forces:
@Pcomp

@GIc
;

@Pcomp

@tmax
ð29Þ
in the present implementation they have been obtained using direct differentiation to compute the sensitivities of the finite
element solution vector. This amounts to the solution of a linear problem whose right-hand side is a pseudo-load vector and
the coefficient matrix is the mechanical tangent [52]. On the contrary, the derivatives of the crack extensions acomp can be
computed only indirectly. This can be achieved based on the consideration that, during fracture propagation, the amount
of energy U(si) dissipated from the beginning of the experiment up to instant si, to which corresponds a relative displace-
ment d(si), is:
UðsiÞ ¼
Z si

0
PcompðnÞ � dðnÞ dn� 1

2
PcompðsiÞ � dðsiÞ ð30Þ
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that is, in discretized form
UðsiÞ ¼
Xi

k¼1

Pcomp
ðkÞ � ðdðkÞ � dðk�1ÞÞ �

1
2

Pcomp
ðiÞ � dðiÞ ð31Þ
where use is made of the shorthand notation Pcomp
ðkÞ ¼ PcompðskÞ and d(k) = d(sk).

Relationship (30) is shown in pictorial form in Fig. 12, where the two addends can be easily recognized, i.e. the integral of
the reaction force with respect the prescribed displacement and the subtractive term representing the area underneath the
elastic unloading branch. Since the derivatives of the reaction forces with respect to the material parameters are known by
direct differentiation, the derivative of the energy dissipated up to time si with respect to parameter xj can be computed as:
@UðsiÞ
@xj

¼
Xi

k¼1

@Pcomp
ðkÞ

@xj
� ðdðkÞ � dðk�1ÞÞ �

1
2

@Pcomp
ðiÞ

@xj
� dðiÞ ð32Þ
Denoting as acomp
ðiÞ and GIc;ðiÞ respectively the computed crack length and average fracture energy at time si, one has:
GIc;ðiÞ ¼
UðsiÞ
acomp
ðiÞ

ð33Þ
whereby the derivative of the crack length at instant si is obtained as:
@acomp
ðiÞ

@xj
¼ 1

GIc;ðiÞ

@UðsiÞ
@xj

ð34Þ
The above expression is the one we implemented for use in the gradient-based optimization algorithm.

6. Results and discussion

Finite element computations required for the purpose of parameter identification have been carried out using a custom-
ized version of the FE code FEAP [53]. Therein has been implemented the model presented in Section 4 along with all pro-
cedures required for computing the crack progression and the gradients with respect to material parameters needed in the
first-order optimization algorithm.

The FE mesh used in computations is shown in Fig. 13; it consists of 3580 4-noded Enhanced Assumed Strain elements for
the bulk material and 125 2-noded interface elements for which 2-point Gauss quadrature is used. The size of interface ele-
ments in the middle of the DCB specimen is 1 mm. For values of the fracture energy as high as those computed in Section 2,
such size should allow to have several elements within the process zone and resolve it adequately if the cohesive strength
does not exceed the value tmax = 30 N/mm2.

In the numerical simulation of the symmetric DCB test plane stress conditions are considered. The left end of the structure
is free whilst the boundary conditions on the right part are simply supported at the centroid of the load blocks (end-rotations
are allowed) with an increasing vertical displacement prescribed on the upper load block. In our computations we did not
take advantage of symmetry since in these experiments we also tried to recognize the whole motion experienced by the
samples (rigid-body displacements included) by comparing the results of our simulations with the pictures taken during
the test to follow the crack progression.

In the following we discuss the results of identification based on the optimization procedure presented in Section 5 as
well as comparisons with analogous results obtained using the data reduction schemes presented in Section 2. Four data
set were considered in computations, i.e., those referred to the representative experiments whose load–deflection response
Fig. 12. Schematic of the global load-relative displacement curve and dissipated energy Ui at instant si.



Fig. 13. DCB specimen with end load blocks. Geometry and FE mesh used for identification.
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is depicted in Fig. 6. For the sake of conciseness experiments labeled DCB12 and DCB15 will not be fully documented at this
stage.

For each data set the minimization of the cost function (27) was performed for two different choices of the weighting
coefficients aP and aa. In particular, static data have always been included in the cost function taking aP = 1 and aa = 0 or
aa = 1 have been alternatively considered to assess the influence of crack progression data on the computed material param-
eters. The results of our computations are summarized in Table 3. These have been obtained using as initial guess for the
material parameters a unit cohesive strength tmax and the average values of GIc computed via ISO data reduction, see Table 2.
As expected, using different weights in the cost function different results are arrived at. In particular, including the crack
extension in the cost function (aa = 1) leads to higher values of the cohesive strength; on the contrary, the identified values
of the fracture energy are nearly the same regardless of this change in the cost function.

Table 4 summarizes the average values of GIc computed using the different methods. These results show that FE-based
identification provides appreciably different values (approximately 65% higher) for the fracture energy with respect to
ISO data reduction and quite similar values (12% lower) compared to those obtained using MCCM, see Eq. (7). The coefficient
of variation is approximately 35% in all cases, indicating that the examined tests are quite noisy and data scattering is non-
negligible.

It bears emphasis that one of our arguments in favor of the proposed data reduction method is analogous to the one used
to motivate use of relationship (7) in Reference [28]. Therein it is explicitly noted that when dealing with an ideal DCB spec-
imen the energy release rate can be computed with the same accuracy regardless of the adopted formula. Whether the same
robustness in identification can be achieved with noisy information is however a key point to be addressed since noise al-
Table 3
Interface material parameters identified via residual minimization.

Specimen aa = 0 aa = 1

tmax (N/mm2) GIc (N/mm) tmax (N/mm2) GIc (N/mm)

DCB 12 1.000 0.063 1.882 0.059
DCB 14 1.000 0.162 2.340 0.134
DCB 15 2.457 0.087 3.544 0.084
DCB 21 3.515 0.131 8.679 0.122



Table 4
Average values of fracture energy identified using data reduction schemes as in References
[17] and [28] and FE-based optimization (proposed method).

GIc (N/mm)

Average ISO Average MCCM (Ref. [28]) Present (aa = 1)

DCB 12 0.036 0.062 0.059
DCB 14 0.081 0.165 0.134
DCB 15 0.051 0.087 0.084
DCB 21 0.072 0.134 0.122
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ways affects truly experimental data. A discussion about this aspect has been also provided by the first Author in a previous
paper, see e.g. [37].

In terms of methodology, classical data reduction procedures provide point-wise values of the fracture energy from which
one has to take the average in a suitable interval; on the contrary, in the present approach a unique value of GIc is computed
that minimizes the discrepancy of the numerical response with respect to the whole body of experimental data. This is not a
secondary issue but, rather, a feature that strongly characterizes the identification scheme based on residual minimization.

A careful analysis of Fig. 14 reveals the distinctive feature of the present FE-based identification, i.e. that the area under-
neath the curve labeled Present coincides (to within a certain approximation) with the area underneath the experimental
response, which in turn is related to the dissipated energy.

Compared to the curve labeled ISO, the difference in dissipated energy is approximately 30%. Hence, being the difference
in terms of GIc about 65%, it follows that crack propagation is quite different in the two cases. In particular, the lengths of the
crack corresponding to the last point on the graphics in Fig. 14 are about 95 mm for ISO and 75 mm for the Present (a dif-
ference of about 25%). This is also a consequence of the different elastic interface stiffness in the two cases. For instance,
using relationship (17) one has a stiffness k = 267 N/mm3 for ISO and k = 163 N/mm3 for the Present case, which confirms
that the ISO curve is accompanied by a faster crack progression.

The reasons for the differences observed above can traced back to the two important sources of error affecting the ISO
identification procedures. The first, more obvious, source of error is due to inaccuracies in measurements of the crack length
a, that both CBT and ECM use for the determination of GIc, see e.g. (3) and (5). In particular, due to the limited resolution of
any measuring toolkit, one could expect that crack lengths are systematically underestimated. This is however not sufficient
to explain all the differences between the computed responses that can be appreciated in Fig. 14. Here the experimental
load–deflection curve for DCB12 is plotted against those computed using the same value of the cohesive strength
(tmax = 1.882 N/mm2) and GIc = 0.036 N/mm or GIc = 0.059 N/mm for the fracture energy, that respectively correspond to
the average values obtained from ISO and FE-based identification. With such values the characteristic length parameter lc
defined in (11) is found to vary between 740 mm and 1216 mm.

As for the second source of error for GIc, it can be identified with the high compliance of the adhesive, which renders
LEFM-based methods hardly applicable. The quite high values for the parameter lc suggest that a better estimate of the frac-
ture energy can be obtained from the Winkler-type model using (9), which however requires a priori knowledge of the inter-
face stiffness k. To this end one may use (17) if all terms entering this expression are known. In particular, taking the values
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Fig. 14. DCB12 specimen. Experimental VS computed load–deflection curves. Computed curves correspond to tmax = 1.882 N/mm2 and GIc = 0.036 N/mm or
GIc = 0.059 N/mm respectively for ISO- and Present FE-based methods.
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Fig. 16. DCB14 specimen. Experimental vs computed crack propagation and load-relative displacement curves. Identification with use of crack length
(aa = 1). Identified parameters: tmax = 2.340 N/mm2, GIc = 0.134 N/mm, k = 111.08 N/mm3.
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obtained from FE-based identification one has k = 163 N/mm3, whereby GIc = 0.057 N/mm from (9). In absence of this infor-
mation, an approximate value of the interface stiffness parameter k can however be computed requiring that for a given
crack extension a the stiffness P/d of the beam on the elastic foundation equals the experimental initial elastic stiffness. This
last one can in turn be estimated via a linear regression on the first part of the load–deflection curve. For the DCB12 curve
depicted in Fig. 14, where the initial crack length at re-loading after pre-cracking is a = 43.75 mm, the initial stiffness esti-
mated with a linear regression between d = 0 mm and d = 0.250 mm is 465 N/mm. From (8) and (10) one then gets k = 95 N/mm3,
whereby the fracture energy is evaluated from (9) as GIc = 0.062. This last value is practically coincident with the one ob-
tained via the FE-based identification when using aa = 0 in the cost function, i.e. neglecting data on the measured crack
extension.

It remains now to analyze and discuss the properties of the different solutions obtained for the cohesive parameters using
the FE-based identification procedure with aa = 0 and aa = 1. Based on Table 3 no major difference is expectable in the com-
puted responses of the DCB since the values of the fracture energy in the two cases are very close each other. Changes in
interface stiffness, on the contrary, are significant (about one order of magnitude), but this only influences the shape of
the cohesive law. The effect of the change in stiffness could be considered to produce very limited effects based on the con-
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Fig. 17. DCB14 specimen. Contours of 22-stress for the two FE solutions corresponding to the material parameters computed with aa = 0 (left) and aa = 1
(right). Deformed shape is plotted with a magnification factor 10.
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sideration that the falling part of the DCB load–deflection curve depends only from GIc. One can readily verify this conjecture
by comparing the experimental crack propagation and load–deflection curves of DCB14 and DCB21 specimens with the
curves computed from the solutions obtained using aa = 0 and aa = 1 respectively.

Figs. 15 and 161 refer to DCB14 specimen. In particular, plots on the left-hand side show the experimentally recorded crack
progression (blue) VS the computed crack length (red) while plots on the right-hand side are the global DCB load–deflection
curves. The load–deflection curve in Fig. 15 (right side) seems to show that the experiment and the simulation match pretty
well. On the contrary, looking at crack progression on the left side, the experiment looks quite far from the simulation. Whether
the load–deflection curve depicted in Fig. 16 constitutes an improvement with respect to the one in Fig. 15 basically depends on
how much the point values of this curve are representative of the behavior of the DCB under examination.

In Authors’ opinion such point values are not the most representative of the structural behavior, and this at least for two
reasons. First is the fact that the experimental load–deflection curve is not as smooth as it should theoretically be, whereby
trying to represent it via the closest smooth curve (in least squares sense) is not the best interpretation we can give of it. This
is indeed the result reported in Fig. 15, i.e. the outcome of the minimization when the data set contains only the global exper-
imental load–deflection curve (aa = 0). Second, the initial (undamaged) interface stiffness obtained from the solution of the
inverse problem is in this case quite small and close to the physical lower bound for the stiffness (which has always to be
positive). As shown in detail hereafter, this is likely to occur because of the particular shape of the cost function surface
which may render the minimization difficult in absence of additional data that improves the quality of information. The da-
tum that leads to a better (and more physical) solution is the crack progression that, once explicitly accounted for in the cost
function (aa = 1), allows one to obtain the results summarized in Fig. 16.

We recall that in order to follow the crack advancement, in our measurements the crack tip is conventionally defined as
the point where the opening displacement equals 20 lm. In practice, in this way we measure only increments of the crack
length and do not need to know where exactly the crack tip is. Worth noticing is also the fact that computed load–deflection
curves shown in Figs. 15 and 16 look different in terms of (global) peak load and initial stiffness but, as a result of the least-
squares minimization, they both provide the same dissipated energy as of the experimental curve. In the Authors’ opinion
the dissipated energy is much more characterizing for the DCB test than the details of the global load–deflection curve,
which may incorporate several kinds of uncertainties, instabilities, defects due to imperfect interface and so forth. For this
reason, the information concerning the dissipated energy has been made more explicit by inserting the measurements of the
crack front in the cost function, whose minimization leads to a pair of material parameters (GIc, tmax) that are likely to be
more trustworthy.

The quite significant differences between the solutions that correspond to the two pairs of material parameters computed
using aa = 0 and aa = 1 can be appreciated from Fig. 17. Here are reported the contour plots of the 22-stress (normal vertical
component) on the arms of the DCB that mainly serves to put forward how different are the size of the cohesive zone and the
position of the crack front in the two cases. In particular, it is noted that when explicitly accounting for the crack extension in
the cost function the solution that is obtained for the cohesive parameters is stiffer, which also means that the damage pro-
cess zone shrinks, see in this respect also (11). Likewise, prescribing no specific constraint on the size and position of the
damage process zone, which is equivalent to setting aa = 0, produces a less stiff solution, which is justified by the fact that
reducing the stiffness of the interface allows for an easier resolution of the damage process zone with the adopted finite ele-
ment mesh. Nevertheless, in the case aa = 0, the inverse identification of the material parameters, and in particular of the
cohesive strength, is much more difficult.
1 For interpretation of color in ‘Figs. 15 and 16’, the reader is referred to the web version of this article.
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This point is discussed in more detail hereafter with reference to the DCB21 specimen. At this stage we decided to refer to
the DCB21 test in order to show that, in spite of the less pronounced differences between the solutions obtained for aa = 0
and aa = 1 with respect to the previous case, see e.g. Figs. 18 and 19, even for the DCB21 test there remains a fundamental
difference in the cost function to be minimized.

The above referred difference is illustrated through the surface plots of the cost function depicted in the last series of plots
(Figs. 20–23) that include both aa = 0 and aa = 1 cases. We emphasize in passing that in this last series of figures use has been
made of the interface stiffness k as the second model parameter instead of the cohesive strength since this allows a simpler
graphical representations due to the fact that the parameters k and GIc are orthogonal in the sense specified in Section 4.

Figs. 20 and 21 refer to the case aa = 0. The convergence path sketched on Fig. 21 shows how difficult is the minimization
in this case that ends at a solution point quite close to the physical bound k = 0. It is also noted that the above surface plots
reveal a shape of the cost function which is almost cylindrical. In particular, the surface is strictly convex with respect to the
parameter GIc, which is indeed the easier parameter to identify. On the contrary, the surface is almost flat in the orthogonal
direction, which makes the identification of the stiffness parameter and, by consequence, of the cohesive strength, much
more difficult.
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Fig. 20. DCB21 specimen. 2D (left) and 3D (right) plot of cost function with aa = 0.
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The global beneficial effect due to the introduction of the crack extension in the cost function is clearly evidenced in
Figs. 22 and 23, that correspond to the case aa = 1. In this case, the surface shows a different shape with a global minimum
that is well detectable and located sufficiently far from the physical bounds. The change in shape of the cost function surface
is even more evident from the comparison of Figs. 21 and 23, which show a global convexification effect on the cost function
due to the explicit introduction of the crack extension, whereby the minimization is more easily achieved.

7. Closure and future research directions

A novel approach has been presented for the identification of mode-I fracture parameters of bonded interfaces based on
the DCB test. The proposed procedure has been shown to allow for the determination of both fracture energy and interface
strength using one single experimental test. It makes use of the same identical data set as of ISO 25217 protocol and of a
finite element model updating scheme in which a cost function expressing the normalized distance between the collected
data and the computed response is minimized.

The results obtained for several experimental data sets have enlightened the crucial role played by the crack length in the
solution of the identification problem. This is not very surprising since a robust identification needs a robust characterization
of the problem at hand. In particular, a complete characterization of the DCB test requires knowledge of the dissipation
occurring during the test that, for the case at hand, depends from both the size and the position of the cohesive zone. Actu-
ally, as shown in the paper, the extension and the motion of the process zone along the interface crucially depend upon the
interface stiffness or, equivalently, the cohesive strength.

Besides the possibility of identifying two material parameters instead of the only fracture energy GIc, in the Authors’ opin-
ion the proposed methodology entails at least three more significant advantages.

First is the fact that, as shown by the examples documented in the paper, the present procedure is able to deal with sit-
uations in which the ISO procedure would fail either because of the excessive compliance of the adhesive layer or due to a
behavior not sufficiently smooth to be interpreted based on a beam theory or a simplified compliance calibration method.
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Fig. 22. DCB21 specimen. 2D (left) and 3D (right) plot of cost function with aa = 1.
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Fig. 23. DCB21 specimen. 2D plot of cost function with aa = 1. Enlarged view on the minimization path.
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Second is the character of the proposed identification scheme, that in a sense is more immediate and objective with re-
spect to the ISO procedure, for which a successful identification of the fracture energy is more dependent from the skillful-
ness of the operator and requires several qualitative considerations on the computed data as well.

A third distinctive feature of the present approach is a better coherence between the data reduction scheme and a general
finite element model in which the fracture parameters and/or the cohesive laws are being used for predictive computations.

The proposed methodology is quite easy to implement and requires minor modifications for mixed-mode situations and
other specimen geometries. Generalizations to accommodate nonlinear material behavior for the adherends can also be
achieved with limited effort. This is particularly true for isotropic plasticity models, for which closed-form expressions of
the stress update [54] and fully intrinsic return mapping algorithms [55,56] are available for computing via DMM the sen-
sitivities that serve to obtain the gradients needed in the optimization step.

In order to effectively deal with such situations one would need to extract more detailed and sophisticated information
from the fracture tests such as those provided by full-field measurements via Digital Image Correlation procedures [57]. In
this perspective, deformation of the adherends in the plastic range is expected to improve the quality of the experimental
data with respect to the elastic case data because plasticity is likely to reduce the noise-to-signal ratio.

In view of their relevance for applications, these last topics deserve further research work and will be addressed in forth-
coming papers.
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